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Configuration Manual

Loveth Ukamaka Diwe
Student ID: x21180211

1 Introduction

The configuration manual details the Host systems, applications and the execution of codes
used for the project development. It also offers brief explanations and guides on the
applications and installation techniques.

Below is the design specification used for the development of this study.
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Fig.1. Design Specification

2 Research Lab

My personal computer (HP ProBook), Windows 11 Pro (v21H2) with 512GB storage size
and 16GB installed RAM was used for the research development and documentation.

3 Applications

Below are the applications installed and used to carry out the analysis.



3.1 CICFlowMeter

This is a network traffic flow generator implemented in Java and Python and used to generate
real-time traffic. It is equally used as an analyser to generate bi-directional flows (UNB,
2023). The application can calculate network features like length of packets, number of bytes,
duration etc. The app can be downloaded from the University of New Brunswick website
(https://www.unb.ca/cic/research/applications.html)

3.2 AWSCLI

The Amazon Web Services (AWS) Command Line Interface (CLI) is a sophisticated tool that
allows developers, administrators, and other users to connect with numerous AWS services
using the command-line interface. You can manage AWS resources, automate tasks, and
control your AWS services directly from the terminal or command line using the AWS CLI.
The tool was installed and used with the windows command shell to download the dataset.
After the downloading and installation run the following commands to download the
complete CSE-CIC-1DS2018 dataset.

Microsoft Windows [Version 10.0.22621.2134]
(c) Microsoft Corporation. All rights reserved.

C:\Users\ADMIN>aws s3 sync —--no-sign-request --region eu-west-1 "s3://cse-cic-ids2018/" C:\Users\ADMIN\Desktop

Fig.2. AWS command to download the dataset.

To download only a particular sub data of the dataset, first use this command to browse
directories.

C: \Windows\System32>aws s3 1ls --no-sign-request "s3://cse-cic-ids2018" --recursive --human-readable --summarize
2018-16-10 12:52:89 © Bytes Original Network Traffic and Log data/
2018-16-16 12:52:23 © Bytes Original Network Traffic and Log data/Friday-©2-83-2018/
2018-16-10 13:00:39 225.8 MiB Original Network Traffic and Log data/Friday-©2-©3-2018/logs.
2018-16-10 13:00: 41.7 GiB Original Network Traffic and Log data/Friday-©2-©3-2018/pcap.zi
2018-10-10 12:52: © Bytes Original Network Traffic and Log data/Friday-16-©2-2018/
2018-10-10 13:45: 148.1 MiB Original Network Traffic and Log data/Friday-16-82-2618/logs.zip
2018-16-10 13:46: 35.9 GiB Original Network Traffic and Log data/Friday-16-82-2818/pcap.zip
2018-16-10 12:52: © Bytes Original Network Traffic and Log data/Friday-23-82-2018/
-16-10 13:46: 199.8 MiB Original Network Traffic and Log data/Friday-23-82-2018/logs.zip
-16-10 13:46: 55.9 GiB Original Network Traffic and Log data/Friday-23-©2-2018/pcap.zip
2018-16-10 12:52: © Bytes Original Network Traffic and Log data/Thursday-@1-83-2018/
2018-10-10 14:41: 217.1 MiB Original Network Traffic and Log data/Thursday-@1-03-2018/logs.
2018-16-10 14:41: 48.8 GiB Original Network Traffic and Log data/Thursday-©1-83-2018/pcap.zi
2018-16-10 12:52: © Bytes Original Network Traffic and Log data/Thursday-15-©2-2018/
2018-16-10 :41: 142.6 MiB Original Network Traffic and Log data/Thursday-15-82-2018/logs.
2018-16-10 141 38.4 GiB Original Network Traffic and Log data/Thursday-15-82-2018/pcap.
2018-16-10 :53: © Bytes Original Network Traffic and Log data/Thursday-22-82-2018/
2018-18-10 141: 195.3 MiB Original Network Traffic and Log data/Thursday-22-02-2018/logs.zip
2018-18-10 142: 46.8 GiB Original Network Traffic and Log data/Thursday-22-02-2018/pcap.zip
2018-16-10 HEEH © Bytes Original Network Traffic and Log data/Tuesday-20-©2-2018/
2018-16-10 :39: 178.9 MiB Original Network Traffic and Log data/Tuesday-20-©2-2018/logs.zip
2018-16-16 :40: 41.3 GiB Original Network Traffic and Log data/Tuesday-28-62-2018/pcap.rar
2018-16-10 :53: © Bytes Original Network Traffic and Log data/Wednesday-14-82-2018/
2018-16-10 144 133.7 MiB Original Network Traffic and Log data/Wednesday-14-©2-2018/logs.zip
2018-18-11 122: 37.2 GiB Original Network Traffic and Log data/Wednesday-14-©2-2@18/pcap.zip
2018-18-10 BESR @ Bytes Original Network Traffic and Log data/Wednesday-21-©2-2018/
2018-16-10 144 185.6 MiB Original Network Traffic and Log data/Wednesday-21-82-2018/logs.zip
2018-16-11 :35: 49.8 GiB Original Network Traffic and Log data/Wednesday-21-82-2018/pcap.zip
2018-16-16 :53: © Bytes Original Network Traffic and Log data/Wednesday-28-©2-2618/
2018-16-10 144 216.1 MiB Original Network Traffic and Log data/Wednesday-28-©2-2018/logs.zip
2018-16-11 322418 49.6 GiB Original Network Traffic and Log data/Wednesday-28-©2-2018/pcap.zip
2018-18-11 192: © Bytes Processed Traffic Data for ML Algorithms/
2018-18-11 1@2: 336.0 MiB Processed Traffic Data for ML Algorithms/Friday-©2-83-2018_TrafficForML_CICFlowMeter.csv
2018-16-11 H=EH 318.3 MiB Processed Traffic Data for ML Algorithms/Friday-16-82-2018 TrafficForML_CICFlowMeter.csv
2018-16-11 :@3: 365.1 MiB Processed Traffic Data for ML Algorithms/Friday-23-82-2818 TrafficForML_CICFlowMeter.csv
2018-16-11 H-EH 3.8 GiB Processed Traffic Data for ML Algorithms/Thuesday-20-62-2018_TrafficForML_CICFlowMeter.csv
2018-16-11 :e8: 102.8 MiB Processed Traffic Data for ML Algorithms/Thursday-©1-©3-2018_ TrafficForML_CICFlowMeter.csv
2018-16-11 :e8: 358.5 MiB Processed Traffic Data for ML Algorithms/Thursday-15-02-2018_TrafficForML_CICFlowMeter.csv

Fig.3. The complete CSE-CIC-1DS2018 dataset directories

Then use the command below to download the subject file (Wednesday-28-02-
2018 TraffickorML_CICFlowMeter.csv)



Microsoft Windows [Version 10.0.22621.213u4]
(c) Microsoft Corporation. All rights reserved.

C:\Users\ADMIN>aws s3 cp --no-sign-request "s3://cse-cic-ids2018/Processed Traffic Data for ML Algorithms/Wednesday-14-0
2-2018_TrafficForML_CICFlowMeter.csv" C:\Users\ADMIN\Desktop|

Fig.4. command to download the subject sub dataset.

3.3 ANACONDA

Anaconda is used majorly for data scientist for writing and executing Python programming
and R programming languages (Anaconda, 2023).

This application can be downloaded straight from the Anaconda website (Anaconda, 2023).
Install the application following the instruction steps on the page.

For Windows, once successfully installed, to start the application, search for anaconda
Navigator on the windows start menu and click to load. The page loads and displays the
home page which shows all the environment packages and applications that can be accessed
from the application.

") ANACONDA NAVIGATOR
# Mlzsstiearir: on | b Channats (&
0 Environmen ts \ o o o L] 2 @ 3
T E g = - @ Jupyter

Dakaspell Datalore IBM Watson Studio Cloud Jupgteriah Kateoook PyCharm Community

Fig.5. Anaconda Home Page (Anaconda, 2023).

3.4 Jupyter Notebook

Jupyter Notebook is one of the pre-installed Applications in Anaconda. Jupyter notebook is a
web-based environment used for scientific computations and data manipulations/analysis
(Jupyter, 2023).

To launch the application, click “Launch” on the Jupyer notebook icon displayed on the
Anaconda home page. The application opens on the Edge browser as a localhost.



@ localhost

Z Jupyter cut | Logou
: A
Files Running Clusters
Select items to perform actions on them Upload Neww £
Jo - M/ Name +  Last Modified File size

[ O 3D Objects ayear ago

[0 [ anaconda3 16 days ago

[ [0 ANACONDAPROJECTS 16 days ago

[J [0 apache-maven-3.9.2 2 months ago

[J [0 Contacts 2 months ago

[0 [ deep-belief-network 16 days ago

[0 [ Desktop 8 days ago

[J [ Documents a manth ago

[J [ Downloads an hour ago

[0 [ eclipse-workspace 4 months ago

[J [ Favorites 2 months ago

0O O git 4 months ago

0 DlLib 16 days ago

Fig.6. ’Jupyter Notebook Page

3.5 Python

Python is the programming language used for the study analysis. The Python version (3.10.8)
can be downloaded and installed from the official web page (Python, 2023). All the python
libraries used for the study analysis are already pre-installed in the Jupyter Notebook.

4  Execution of Codes

All codes were written in Python programming language and executed on the Jupyter
Notebook which was already pre-installed in Anaconda with all required python libraries.

There are total of 4 codes written for the complete analysis.

@) localhost
: JU Dyter Quit Logout
Files Running Clusters
Select items to perform actions on them. Upload New= 2
Do -~ e/ ANACONDAPROJECTS /| THESIS /| NEW/ NEW200723 / FINAL_AS_AT_300723 Name ¥ Last Modified File size
O. seconds ago
& Dataset_Preprocessing FTP_SSH.ipynb Running 8 days ago 129 kB
& DBN_FTP_SSH -Experiment1.ipynb 13 days ago 123 kB
& DBN_FTP_SSH -Experiment2.ipynb 5 days ago 166 kB
0 & OTHER_ALGORITHMS_Experiment.ipynb 7 days ago 935kB

Fig.7. Code files

Save the 4 files in the user’s home page (same directory with the installed anaconda
application).
Below are the codes and steps to execute them arranged in order.



4.1 Dataset_Preprocessing_FTP_SSH.ipynb

This is the first code written to load the original dataset (Wednesday-28-02-
2018 TrafficrorML_CICFlowMeter.csv) downloaded for the analysis which consist of
Benign, FTP-Bruteforce and SSH network features. The code also handled feature extraction
and pre-processing the dataset.

To execute the code, start the anaconda navigator from the windows start page, launch the
Jupyter notebook. Click on the code and execute using the Kernel button to run all.

@ ANACONDAPROJECTS/THESIS,

= [0)

&) ) localhost

" Jupyter Dataset_Preprocessing_FTP_SSH (autosaved) A Logout
Fle  Edt View Inset Cell  Kemel Widgets  Help Not Trusted Python 3 (ipykemel) O
B + = & B 4 ¥ PR B C P Code v B
a
In [1]: #Importing the Python Libraries

import numpy as np

import pandas as pd

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import MinMaxScaler, StandardScaler
from sklearn.metrics import classification_report

from sklearn.svm import OneClassSVM

import matplotlib.pyplot as plt

from sklearn.preprocessing import StandardScaler, LabelEncoder

In [2]: #filel Labels (Benign, FTP-BruteForce, SSH-Bruteforce)

class dataset:

pass
filel = 'C:/Users/ADMIN/Desktop/DATASET/Wednesday-14-82-2018_TrafficForML_CICFlowMeter.csv'
df = pd.read_csv(filel)

In [3]: #View dataset

df.head(5)
Out[3]: Fwd Fwd  Fwd
Tot Tot TotLen TotlLen . .
Dst Flow Pkt Pkt Seg Active Active Active Active
Port Protocol Timestamp Buration :;v; Ekw; :'v;d Bwd Len Len * Size Mean Std Max Min Idle Mean Idle Std  Idle Max
s PKIS gy Min Min v

Fig.8. Executing Dataset_Preprocessing_ FTP_SSH.ipynb code.

The last part of the code saved the pre-processed  dataset  as
“preprocessed_dataset FTP_SSH.csv”

Below is the saved file in the directory after successful code execution.

(@ localhost

: JU pyter Quit Logout
Files Running Clusters
Select items to perform actions on them. Upload New~ o
Do ~ I/ ANACONDAPROJECTS/ THESIS / NEW / NEW200723 /| FINAL_AS_AT_300723 Name & Last Modified File size
[ seconds ago
() & Dataset_Preprocessing_FTP_SSH.ipynb Running 8 days ago 129kB
() & DBN_FTP_SSH -Experiment1.ipynb 13 days ago 123 kB
0 & DBN_FTP_SSH -Experiment2.ipynb 5 days ago 166 kB
(] & OTHER_ALGORITHMS_Experiment.ipynb 7daysago  935kB
+ ) [ preprocessed_dataset FTP_SSH.csv 8 days ago 110 MB

Fig.9. Saved pre-processed dataset.


http://localhost:8888/notebooks/ANACONDAPROJECTS/THESIS/NEW/NEW200723/FINAL_AS_AT_300723/Dataset_Preprocessing_FTP_SSH.ipynb
http://localhost:8888/edit/ANACONDAPROJECTS/THESIS/NEW/NEW200723/FINAL_AS_AT_300723/preprocessed_dataset_FTP_SSH.csv

4.2 DBN_FTP_SSH -Experimentl.ipynb

After the dataset has been pre-processed, we then carry on with the DBN model training. This
is the first experiment. The pre-processed dataset saved is used for this experiment.

To execute the code, start the anaconda navigator from the windows start page, launch the
Jupyter notebook. Click on the code and execute using the Kernel button to run all.

" Jupyter DBN_FTP_SSH -Experiment1 (autosaved)

File Edit View Insert Cell Kernel Widgets Help Truste

B+ < @B 4+ ¥ PRin B C W code M=

In [18]: # Define the deep belief network model using BernoulliRBM
model = Pipeline(steps=[('rbm', BernoulliRBM(n_components=48@, learning_rate=0.861, n_iter=20, verbose=1)),

4  —

In [11]: # Train the model
model.fit(X_train, y_train)

[BernoulliRBM] Iteration 1, pseudo-likelihood = -3.42, time = 13.62s
[BernoulliRBM] Iteration 2, pseudo-likelihood = -3.19, time = 22.88s
[BernoulliRBM] Iteration 3, pseudo-likelihood = -2.89, time = 22.38s
[BernoulliRBM] Iteration 4, pseudo-likelihood = -2.88, time = 23.16s
[BernoulliRBM] Iteration 5, pseudo-likelihood = -2.87, time = 22.57s
[BernoulliRBM] Iteration 6, pseudo-likelihood = -2.87, time = 22.73s
[BernoulliRBM] Iteration 7, pseudo-likelihood = -2.89, time = 23.73s
[BernoulliRBM] Iteration 8, pseudo-likelihood = -2.89, time = 23.46s
[BernoulliRBM] Iteration 9, pseudo-likelihood = -2.94, time = 22.19s
[BernoulliRBM] Iteration 18, pseudo-likelihood = -2.87, time = 23.6@s
[BernoulliRBM] Iteration 11, pseudo-likelihood = -2.91, time = 22.77s
[BernoulliRBM] Iteration 12, pseudo-likelihood = -2.98, time = 21.94s
[BernoulliRBM] Iteration 13, pseudo-likelihood = -2.91, time = 22.82s
[BernoulliRBM] Iteration 14, pseudo-likelihood = -2.94, time = 21.99s
[BernoulliRBM] Iteration 15, pseudo-likelihood = -2.89, time = 22.49s
[BernoulliRBM] Iteration 16, pseudo-likelihood = -2.89, time = 22.@6s
[BernoulliRBM] Iteration 17, pseudo-likelihood = -2.86, time = 22.64s
[BernoulliRBM] Iteration 18, pseudo-likelihood = -2.87, time = 23.32s
[BernoulliRBM] Iteration 19, pseudo-likelihood = -2.83, time = 22.54s
[BernoulliRBM] Iteration 20, pseudo-likelihood = -2.83, time = 22.98s

Fig.10. DBN Model training experiment 1.

4.3 DBN_FTP_SSH -Experiment2.ipynb

This is the second and final experiment done to train the DBN model. The pre-processed
dataset saved was also used for this experiment with different parameters.

To execute the code, start the anaconda navigator from the windows start page, launch the
Jupyter notebook. Click on the code and execute using the Kernel button to run all.


http://localhost:8888/notebooks/ANACONDAPROJECTS/THESIS/NEW/NEW200723/FINAL_AS_AT_300723/DBN_FTP_SSH%20-Experiment1.ipynb
http://localhost:8888/notebooks/ANACONDAPROJECTS/THESIS/NEW/NEW200723/FINAL_AS_AT_300723/DBN_FTP_SSH%20-Experiment2.ipynb

 Jupyter DBN_FTP_SSH -Experiment2 (autosaved)
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Fig.11. DBN Model training experiment 2.

4.4 OTHER_ALGORITHMS_Experiment.ipynb

In this experiment, the algorithms; Random Forest, Logistic Regression and Decision Tree
were trained. The pre-processed dataset saved was also used for this experiment. The result
for each of the algorithms are shown.
To execute the code, start the anaconda navigator from the windows start page, launch the
Jupyter notebook. Click on the code and execute using the Kernel button to run all.

:Jupyter OTHER_ALGORITHMS_Experiment  (autosaved)

File

Fig.12. Trainin

Edit

In [2]:

In [3]:

out[3]:

View Insert Cell

" 4 ¥ PR

e e e

import pandas as pd
import numpy as np
from sklearn.
from sklearn.
from sklearn.
from sklearn.
from sklearn.

P——

Kernel

Widgets

B C ¥ code

import matplotlib.pyplot as plt

import tensorflow as
from sklearn.
from sklearn.
sklearn.
sklearn.
sklearn

from
from
from

# Load the dataset

tf

Help

~

=

ensemble import RandomForestClassifier
tree import DecisionTreeClassifier
linear_mcdel import LogisticRegression
preprocessing import Normalizer
preprocessing import LabelEncoder, StandardScaler

model_selection import train_test_split
metrics import accuracy_score, roc_auc_score, roc_curve, auc
metrics import classification_report, confusion_matrix

decomposition import PCA
import metrics

df = pd.read_csv('preprocessed_dataset_FTP_SSH.csv')

#view the dataset columns

df.head(5)
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http://localhost:8888/notebooks/ANACONDAPROJECTS/THESIS/NEW/NEW200723/FINAL_AS_AT_300723/OTHER_ALGORITHMS_Experiment.ipynb
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