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1 Introduction

This document contains the software tools and settings that must be installed in order
to carry out academic work.

2 System Configuration

2.1 Hardware Configuration

All training and testing operations were carried out with a computer equipped with the
following equipment:

• Operating System: Windows 10 (64 bit) Version: 22H2

• Processor: Intel(R) Core(TM) i7-10870H CPU @ 2.20GHz 2.21 GHz

• RAM: 16,0 GB

• GPU: NVIDIA GeForce RTX 3050 Laptop GPU

• Device: DELL G15 5510

The GPU has been used for training and test purposes.

2.2 Software Configuration

The following software and libraries were used for the production of the models produced
in the study:

• Software Tool: Jupyter Notebook (version: 6.5.4)

• Coding Language: Python (version: 3.10.11)

– Libraries:

∗ tensorflow (version: 2.9.0)

∗ keras (version: 2.9.0)

∗ Keras-Preprocessing (version: 1.1.2)

∗ pandas (version: 2.0.2)

∗ seaborn (version: 0.12.2)
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∗ opencv-python (version: 4.7.0.72)

∗ numpy (version: 1.23.5)

∗ glob2 (version: 0.7)

∗ matplotlib (version: 3.7.1)

∗ Pillow (version: 9.5.0)

∗ jsonpointer (version: 2.3)

∗ jsonschema (version: 4.17.3)

– Jupyter Notebook-Related Libraries:

∗ IPython (version: 8.14.0)

∗ ipykernel (version: 6.23.2)

∗ jupyter client (version: 8.2.0)

∗ jupyter core (version: 5.3.1)

∗ jupyter server (version: 2.6.0)

∗ nbclient (version: 0.8.0)

∗ nbconvert (version: 7.5.0)

∗ nbformat (version: 5.9.0)

∗ notebook (version: 6.5.4)

∗ traitlets (version: 5.9.0)

3 Data Source

The BreakHis dataset (Spanhol et al.; 2016) can be obtained from the Federal University
of Parana’s website. 1 The directory structure of the dataset used in the study is shown
in the image below:

Figure 1: Directory Structure

1https://web.inf.ufpr.br/vri/databases/breast-cancer-histopathological-database-breakhis/
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4 Model Weights and Histories

The weight and history files of the models used in the study can be accessed from the
cloud storage. 2

5 Model Training and Testing

5.1 Training an Individual Model

To perform an individual model training, any of the following files can be run, depending
on class preference:

• Individual Models Binary Classification Training.ipynb

• Individual Models Five-Class Classification Training.ipynb

An individual model can then be trained by following the steps below:

1. First, the libraries in the first cell of the notebook need to be imported.

2. The second cell that is assigned data to the variables that store the hyperparameter
settings required for the creation of the models must be executed.

3. The third cell containing the data sets to be used for training, validation and testing
should be run.

4. To create a model, createModel must be run, and for the training process of the
model, cells must be run in which model trainer functions are defined.

(a) Warning: Before defining model trainer function the modelWeightSavePath,
modelHistorySavePath and testSavePath variables must be set as an existing
directories.

5. To create any model, the createModel function must be given the desired base
model, class, size, and version arguments.

6. Finally, to train the model, the model trainer function should be given the first and
second index outputs of the createModel function, version, data type and debug
mode arguments. To set the epoch count and set the early stopping patience value
in the models, the debug mode argument must be set to True. If the debug mode
argument is True, the epochs and patience arguments should be given.

5.2 Training an Ensemble Model

To perform an ensemble model training, “Ensemble Models.ipynb” file can be used. An
ensemble model can then be trained by following the steps below:

1. First, the libraries in the first cell of the notebook need to be imported.

2. The second cell that is assigned data to the variables that store the hyperparameter
settings required for the creation of the models must be executed.

2https://drive.google.com/drive/folders/1T1BNoH4jWfO-ZFVSPExMn7z5e-M2nDES?usp=sharing
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3. The third cell containing the data sets to be used for training, validation and testing
should be run.

4. To create an individual model, createModel must be run, and for the training pro-
cess of the model, cells must be run in which ensemble model trainer functions
are defined. In addition, to create an ensemble model, the cell in which the cre-
ateEnsembleModel function is defined must be executed.

(a) Warning: Before defining ensemble model trainer and createEnsembleModel
function the modelWeightSavePath, modelHistorySavePath and testSavePath
variables must be set as an existing directories.

5. The individual model can be trained with the model trainer function, or if it has
saved weights, the weights can be loaded with the load weights method.

6. A list called models should be created where the models are combined.

7. To create any model, the createEnsembleModel function must be take the desired
model list, and version arguments.

8. Finally, to train the model, the ensemble model trainer function should be given
the first and second index outputs of the createEnsembleModel function, version,
data type and debug mode arguments. To set the epoch count and set the early
stopping patience value in the models, the debug mode argument must be set to
True. If the debug mode argument is True, the epochs and patience arguments
should be given.

After creating the model with the createModel or createEnsembleModel function to
test any model used in the study, the models can be made ready for use with the
load weights method by specifying the file directory downloaded from the address spe-
cified in Section 4.

Warning: Before performing this operation, it is important to ensure that the tensor-
flow library does not have a version mismatch.
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