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1 Tools Used 
 
The following are the tools used for the development of this research: 

1. Pycharm (Python application development and testing) 
2. Python 
3. OpenAI Gym 
4. Docker 
5. Kubernetes 
6. Knative 
7. Ingress 
8. Prometheus and Grafana 
9. Anaconda (Jupyter Labs) 

 

2 Setup Process 
After installing the above software, we can work on setting up the project: 
The project is uploaded to git and linked here (Sonawane, n.d.) 
The folder structure of the project and description is as follows: 
 
+ hello-python 
+ ingress-nginx 
+ knative 
+ knative-docs 
+ prometheus-config 
+ rl-implmentation 
 
Python Application: 

• To create a Python application image, we can run the Docker file. 
• But the Python application image is already present in the Docker hub. It is linked here (Sonawane, 

n.d.). 
• Based on this Python application, we have created a Kubernetes service using the deployment.yaml 

file present in research-project\hello-python\app folder. 
 
Ingress Configuration: 
 

• For setting up ingress we need to follow steps linked here (Ingress, 2023) 
• Install helm using the link (HELM, n.d.) 
• Create Kubernetes namespace: 

kubectl create namespace ingress-nginx 
• Add the ingress repository. 

helm repo add ingress-nginx https://kubernetes.github.io/ingress-
nginx 

• Install nginx-ingress through Helm 
helm install ingress-controller ingress-nginx/ingress-nginx --
namespace ingress-nginx 
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Install Prometheus: 
• Setup prometheus 

kubectl apply --kustomize github.com/kubernetes/ingress-
nginx/deploy/prometheus/ 

• Reconfigure nging 
helm upgrade ingress-controller ingress-nginx/ingress-nginx \ --
namespace ingress-nginx \ --set controller.metrics.enabled=true \ --
set-string controller.podAnnotations."prometheus\.io/scrape"="true" \ 
--set-string controller.podAnnotations."prometheus\.io/port"="10254" 

• create ingress for hello-python Find ingress manifest at path and deploy it: 
kubectl apply -f ingress-example.yaml 

• create hpa for hello-python app 
kubectl autoscale deployment hello-python --cpu-percent=80 --min=1 --
max=3 
 

Knative Configuration: 
• Install the required custom resources by running the command: 

kubectl apply -f 
https://github.com/knative/serving/releases/download/knative-
v1.11.0/serving-crds.yaml 

• Install the required custom resources by running the command: 
• kubectl apply -f 

https://github.com/knative/serving/releases/download/knative-
v1.11.0/serving-core.yaml 

• Install the Knative Kourier controller by running the command: 
kubectl apply -f https://github.com/knative/net-
kourier/releases/download/knative-v1.11.1/kourier.yaml 

• Configure Knative Serving to use Kourier by default by running the command: 
kubectl patch configmap/config-network \ 
  --namespace knative-serving \ 
  --type merge \ 
  --patch '{"data":{"ingress-
class":"kourier.ingress.networking.knative.dev"}}' 

• Fetch the External IP address or CNAME by running the command: 
kubectl --namespace kourier-system get service courier 

• Verify: 
kubectl get pods -n knative-serving 

• Publish the python application: 
kubectl apply research-project\knative\service.yaml 
 
 

Install Anaconda: 
To install Anaconda, a popular distribution for Python and data science packages, follow these steps: 
• Download Anaconda Installer: Go to the official Anaconda download page: 

https://www.anaconda.com/products/distribution Choose the appropriate installer for your 
operating system (Windows, macOS, or Linux) and for the Python version you prefer (usually Python 
3.x). 

• Run the Installer: 
Once the installer is downloaded, navigate to the directory where it's located and execute the 
installer script. Replace <installer-filename> with the actual name of the installer you downloaded. 

• Follow the Installation Wizard: 
The installation wizard will guide you through the installation process. You can choose the installation 
location, whether to add Anaconda to your system's PATH (recommended), and other preferences. 

• Verify Installation: 
To verify that Anaconda is installed correctly, open a new terminal/command prompt window and 
type: 
conda –version 

• Launch Jupyter labs 

https://github.com/knative/serving/releases/download/knative-v1.11.0/serving-core.yaml
https://github.com/knative/serving/releases/download/knative-v1.11.0/serving-core.yaml
https://github.com/knative/net-kourier/releases/download/knative-v1.11.1/kourier.yaml
https://github.com/knative/net-kourier/releases/download/knative-v1.11.1/kourier.yaml
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• Upload "research-project\rl-implementation\agents\env-discrete-state-discrete-action\env-
discrete-state-discrete-action.ipynb" in Jupyter labs and run the python code. 
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