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Introduction

Configuration Manual

Ravina Mestry
Student ID: x22177264

The system requirements, setup, software, and installation specifications used in this research
will be better understood by readers of this configuration manual. Additionally, a detailed
explanation of the procedures to be followed when carrying out this research project is provided
in this manual. Table 1 lists the tools version and URLSs discussed in detail in Section 3.

Prerequisites

AWS and Django Python knowledge.
AWS, Docker, and GitHub login.
Infrastructure as code knowledge.

No. | Tools Version | URL

1 | Terraform | 1.5.3 Overview | x22177264-research-project-webapp | nci-research-
project | Terraform Cloud

2 | Docker 3.8 ravinamestry/x22177264_ravina_mestry general | Docker Hub

3 | OWASP 2.13.0 http:// <X22177264 ravina_mestry_research_project_zap

ZAP PUBLIC_IP>:8080/

4 | Snyk - https://docs.snyk.io/integrations/ci-cd-integrations/github-
actions-integration

5 | Datadog v7 Agent 7 | Datadog (datadoghq.eu)

6 | SonarQube | 3 http:// <X22177264 ravina_mestry_research_project_sonarqube
_PUBLIC_IP>:9000/

7 | GitHub 2.34.1 | ravinamestry/x22177264 ravina_mestry _research_project

(github.com)

2 Before you begin

2.1 Web Application

Table 1: AWS EC2 Instance Specification

The web application Employee Contacts was developed in Django Python using the Django
framework. Django offers the first setup for a virtual environment. In addition to CRUD
features like create, update, and delete shown in Figure 1, Employee Contacts also offer non-
CRUD functionality like data validation for fields in the add new employee page form. The
database that is utilized by the application is SQLite. The employee contacts web app is

1



https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-webapp/settings/general
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-webapp
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-webapp
https://hub.docker.com/repository/docker/ravinamestry/x22177264_ravina_mestry/general
https://docs.snyk.io/integrations/ci-cd-integrations/github-actions-integration
https://docs.snyk.io/integrations/ci-cd-integrations/github-actions-integration
https://app.datadoghq.eu/account/settings/agent/latest?platform=ubuntu
https://github.com/ravinamestry/x22177264_ravina_mestry_research_project
https://github.com/ravinamestry/x22177264_ravina_mestry_research_project

installed on Gunicorn wsgi application server and SQL.ite database is migrated using below
commands.

python3 manage.py makemigrations
python3 manage.py migrate

34.239.250.35

~.. 4N Moodle Support [l NCI Cloud Services () GitHub Remix - Ethereum .. i Norma [l DevOpsProject [l DataG Project [l MLProject [l ResearchProject

Employee Addition Successful! X

Employees - List

FirstName LastName Email Mobile Department Role Action

Ravina Mestry ravina@employee.com 353861112222 Tech Project Manager Update Delete
John William John.william@gmail.com 353861785962 IT Suppert Update Delete
Mare Evans Marc.evans@icloud.com 353898967415 IT HR Update Delete
Arthur Ryan arthur.ryan@gmail.com 353874569685 Purchasing Intern Update Delete
Damon Trevino damon.Trevino@icloud.com 353864875962 Developer Junior Developer Update Delete
Luke Smith luke smith@gmail.com 353965874568 Testing Tester Update Delete

Figure 1: Web Application

e Created a virtual Python environment on local machine to install Django.
e Activated the virtual environment.

cd /mnt/c/work/workspace/django-workspace

python3 -m venv ravina_mestry_research_project_webapp _gunicorn _venv
source ravina_mestry_research_project_webapp_gunicorn_venv/bin/activate

e Installed Python 3.10.6.

e Used pip to install Django 3.2.13.

e Started the Django project and started with below command.
cd ravina_mestry_research_project_webapp

python3 manage.py runserver 8080

e After adding the URL generated by running the server in settings.py
‘ALLOWED_HOSTS’ the Django application is shown running successfully.

e The web application is then deployed on AWS EC2 instance in Development (Dev),
Staging (Stage) and Production (Prod) using Docker image.

3 Tools/Cloud-based services

3.1 AWSEC?2

e AWS EC2 instances are used for deploying dev, stage and prod environment for
running the Web application, also for installing SonarQube and Zap discussed in
Section 3.4 and 3.6 respectively.

e AWS Instances are created using Terraform, discussed in Section 3.2.



Instances (5) info
[o}

x22177264 | X Clear filters

Name

x22177264_ravi

x22177264_ra rch_ o y No alarms
x22177264_ra _resear ct_dev t2.medium No alarms

Xx22177264_ra A ject t2.micro No alarms us-east-le

x22177264_ravina_mestry_research_project_sonarqube t2.medium No alarms us-east-Te ec2-54-157-183-210.co...

Figure 2: AWS EC2 Instances

e The Terraform-generated EC2 instances for this project are listed shown in Figure 2
and details of Instance Type and AMI ID are listed in Table 2.

AWS Instance Name Instance | AMI ID
Type
X22177264 ravina_mestry research_project_sonarqub | t2.mediu | ami-
e m 04505e74c0741db8
d
X22177264 ravina_mestry_research_project_zap t2.mediu | ami-
m 04505e74c0741db8
d
X22177264 ravina_mestry_research_project_dev t2.micro ami-
053b0d53c279acc90
X22177264 ravina_mestry research_project_stage t2.micro ami-
053b0d53c279acc90
X22177264 ravina_mestry_research_project_prod t2.micro ami-
053b0d53c279acc90

Table 2: AWS EC2 Instance Specification

3.2 Terraform

e Created new Terraform e [ P S veropacs
Organization nci-research-
project and workspaces Projects & workspaces
X22177264-research-project,
x22177264-research-project-

Workspaces

sonarqube and x22177264- Ao | Bo| Qo @0 @s
Ir:e_searcg-prOJect-zap shown in ot e 1 N
igure 3.
e Saved the AWS variables for — <zmec e
above three workspaces in
Terraform shown in Figure 4. o
x22177264-research-project

B3 Default Project

Figure 3: Terraform organization and Workspaces


https://app.terraform.io/app/nci-research-project
https://app.terraform.io/app/nci-research-project
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-sonarqube
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-sonarqube
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-zap
https://app.terraform.io/app/nci-research-project/workspaces/x22177264-research-project-zap

e In main.tf for Terraform mentioned the EC2 instance
details in Figure 5 for creating development, Staging, and
production environments with the Key name, Security
group 1D and Tag name.

e Terraform also notes Public_IP for the EC2 instances and
terraform_create.yml saving the Public_IP in GitHub
Actions in Figure 6.

e The Public_ID noted in Secrets of GitHub in Figure 7 is
retrieved by deploy-dev.yml and deploy.yml to deploy the
Web Application to respective environments using Docker.

e Docker Images which consist of Web Application are
copied to the Public_IP saved in GitHub Secrets.

Workspace variables (4)

Variables defined within a workspace a

Key

AWS_ACCESS_KEY_ID
SENSITIVE

AWS_SECRET_ACCESS_KEY
SENSITIVE

AWS_SESSION_TOKEN
SENSITIVE

Figure 4: Terraform AWS Variables

= "aws_instance" "x22177264 ravina_mestry_research_project dev”™ {

= "ami-84505e74c8741dbad"

instance type = "t2.medi

subnet_id = "subnet-87fosfss2ebsdbcsa”™
associate public ip address = true

key_name - "xX22177264 ravina_mestry_research_project_key™
vpC_security group ids = ["sg-@8féSbacadedc31sd™]
tags = 1

Mame = "x22177264 ravina mestry_research_project_dev”

Figure 5: Terraform AWS Instance details

ry_research_project dev public ip™ {

${aws_instance.x

Resources 3

Outputs E

MNAME | TYPE

®22177264 _ravina_mestry_research_project_dev_public_ip string
%22177264_ravina_mestry_research_project_prod_public_ip string
%x22177264 _ravina_mestry_research_project_stage_public_ip string

177264 ravina_mestry_research_project_dev.

public_ip}”

VALUE
“52.91.148.13@" @-

"18.239.183.198" @_

Figure 6: Terraform saving Public_IP in GitHub Secrets



Creating Infrastructure

~ @ Temraform Apply

Figure 7: Terraform creating Instances for Dev/Stage/Prod

3.3 Docker

e Created the repository ravina-mestry/x22177264 ravina_mestry to save the Docker
Image for Web app shown in Figure 9.

e Docker Image is built and pushed to Docker Hub by Terraform in
.GitHub/workflows/build.yml workflow in Figure 8.

: Build and Push webapp
docker/build-push-actiongv2

: true
: ./webapp
gs: ravinamestry/x22177264 ravina_mestry:ncirl cloud research webapp x22177264 ravina_mestry

Figure 8: Docker Image Tag Specification

*dockerhub Q, Search Docker Hub Explore Repositories Organizations Help ~ @?I ravinamestry ~
avinamestry Repositories x22177264 _ravina_mestry Tags Using 0 of 1 private repositories. Get more
General Tags Builds Collaborators Webhooks Settings
Sort by Newest « Filter Tags O\ Go to Advanced Image Management

ncirl_cloud research webapp_x22177264 ravina_mestry
Last pushed 2 days ago by ravinamestry

docker pull ravinamestry/x221772.. rﬁ

8d1c99f3e791 linux/famde4 20 hours ago 69 MB

Figure 9: Docker Image pushed in Docker Hub
e Docker-compose consists of Docker Image to be pulled and ran in Docker container
which runs the Web app on Dev/Stage/Prod environments in Figure 10 using below
command. Docker login is stored in GitHub Action Secrets.

sudor docker-compose up -d



container_name: webapp

build: ./webapp
image: ravinamestry/x22177264 ravina_mestry:ncirl_cloud research_webapp_x22177264 ravina_mestry
ports:

v @ Deploying in AWS EC2

Figure 10: Docker Image ran on AWS Instance for Dev/Stage/Prod

3.4 SonarQube

e Created AWS EC2 t2.medium Instance for SonarQube using Terraform in Section
3.1.

e Added the configuration into docker-compose.yaml.

e Increased the Elasticsearch limit by adding the following command in
installdocker.sh.

sudo sysctl -w vm.max_map_count=262144

e Built and started the docker containers.

sudo docker-compose up -d

e Navigated to <InstancelP>:9000 and created the project x22177264 ravina_mestry
and configured for GitHub Actions by creating SONAR_TOKEN and
SONAR_HOST_URL secrets and sonar-project.properties file in GitHub repository.

e Ran the .github/workflows/build_sonarqube.yml to show the analysis of code in

Figure 11.
sonarqube Projects  Issues  Rules  Quality Profiles  Quality Cates  Administration  More Q
4 Passed
B - :
s
‘ Figure 11:
SonarQube
0.0% 1%
12k O 5.9k . COde
20 analysis


http://54.157.183.210:9000/dashboard?id=x22177264_ravina_mestry

3.5 GitHub and GitHub Action

e Created GitHub repository
X22177264 ravina_mestry
_research_project.

e Added the code for webapp
discussed in Section 2.1.

e Added terraform/main.tf to create
infrastructure in AWS EC2 in
Section 3.2.

e Included SonarQube scan, Super-
Linter, Snyk scan, and Datadog
monitoring tools on the CI-CD
pipeline.

e Created Workflows shown in
Figure 12 for creating and
destroying infrastructure,
building Docker Image, and
deploying the web app in
Dev/Stage/Prod environments.

3.6 ZAP

workflows

build.yml
build_sonarqube.ymi
deploy-dev.yml
deploy-stage.yml

deploy.yml

terraform_create.ymil

temraform_create_sonarqube.yml
terraform_create_zap.yml
terraform_destroy.yml
terraform_destroy_sonarqube.yml

terraform_destroy zap.yml

Figure 12: GitHub Actions Workflows

3.6.1

Created the AWS EC2 t2.medium Instance for Zap using Terraform discussed in
Section 3.1.

Added owasp/zap2docker-stable in Docker file with entry point zap-webswing.sh.
Ran the docker containers with the ports 8080 or 8090 in Docker-compose.yml.

Steps to run a Quick Start Automated scan

Started ZAP <x22177264 ravina_mestry_research_project_zap_PUBLIC_IP> and
clicked the Quick Start tab of the Workspace.

Clicked the large Automated Scan button.

In the URL to attack text box, entered the full URL of the web application.
Clicked the Attack.

Figure 13 shows the scanner attacking passively the web application.


https://github.com/ravinamestry/x22177264_ravina_mestry_research_project
https://github.com/ravinamestry/x22177264_ravina_mestry_research_project

) Untitled Session - 20230718-164132 - OWASP ZAP 2.13.0 [=1[=] [x]
File Edt WView Analyse FReport Tools Import Export  Online  Help

StandardModevL:E \Ultﬁtw;é;_j‘.&.ﬂlg_llg_ll__l‘__l‘_—l‘_—lﬁwug %@I
@ Sites + ; ‘7" Quick Start vf' = Request %= Response ;."- Requester +

—

@ LE =
This screen allows you to launch an autornated scan against an application - just erter ts
URL below and press 'Attack’.

|:_H Contexts
2] Default Context Please be aware that vou should only attack applications that you have been specifically been
@ given permission to test.
URL to attack: http:/3.94.185.245/ v @ select..
Use traditional spider:
Use ajax spider; with | Firefox Headless
Attack [ stop
Progress: Adctively scanning (attacking) the URLs discoveread by th...
E Histary u\ Search i][t] Alerts Output % Spider "1 Active Scan 't;' F 4 +
@I ’\ Mew Scan Progress: O: http:/3.94.185.245 - m] [_] = 1% Current Scans: 1 Mum Requests: 118 MNew Alerts: 0 (;‘ E xport <w3
Sent Messages Filtered Messages
Is] Req. Timestamp  Resp. Timestamp  Meth... URL Code Reason RIT Size Resp. Hea.. Size Resp. Bo..[§
£30 LE £, O.LUME .. SJLOED, O.LUME ... FUD1 TIP3, 3 LOJ 243 Up UL 1) JUU LR L £ £00 DyLes Lo yLes
259 7/18/23, 8:10:42 ... 71823, 8:10:42 ... POST  httpif3.94.185.249/creata) 200 OK 2. 422 bytes 2,958 bytes
260 7/18/23, 8:10:42 ... T/1823 8:10:42 ... GET http:if3.94.185. 245/ update/1/ 500 Internal ... 2. 258 bytes 145 bytes
261 7/18/23, 8:10:42 ... T/1&/23 8:10:42 ... POST  httpi/3.94.185.249/creata) 200 OK 2. 422 bytes 2,846 bytes
263 7/18/23, 8:10:42 ... F/18/23, 8:10:42 ... POST  httpu/3.94.185.245/update/l) 500 Internal ... 1.. 258 bytes 145 bytes
alets o [U1 [Uz [Fll3 MainProxy: 0.0.0.0:8090 CurrertScans 46 0 4F 0 @2 N1 @ o Joo Ho Ho

Figure 13: GitHub Actions Workflows

3.7 Snyk

e Created Snyk account with organization name ‘ravinamestry’ and generated Snyk
API Token.

e Integrated Snyk with GitHub Actions and Docker Hub. Enables Repository access for
GitHub Actions and enables Detect application vulnerabilities for Docker Hub in
Figure 15.

e Created GitHub Action Secret for SNYK_TOKEN which is used in Figure 14 env
section in .github/workflows/build.yml workflow for Scanning the web app.

Repository access @ Allow access to private repositories
Whether Snyk can access private repos. Changing this setting affects existing Projects.

Detect application vulnerabilities

Snyk can scan applications in your container images from your registry and surface vulnerabilities.

@ cnebled

Figure 14: Snyk GitHub Actions and Docker Hub Integration
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e Snyk scans the image ravinamestry/x22177264 ravina_mestry:ncirl_cloud_research
_webapp_x22177264_ravina_mestry for high severity vulnerabilities mentioned in
Figure 15.

e Used --sarif-file-output and the GitHub SARIF upload action, when GitHub creates
code scanning alerts in a repository using information from Static Analysis Results
Interchange Format (SARIF) files, SARIF files are uploaded to a repository using
GitHub Actions.

e Continue-on-error is true so that when Snyk Action fails when vulnerabilities are
found this would not prevent the SARIF upload action from running.

: Scan Docker image

snyk/actions/docker@master

tinue-cn-error: true

_TOKEN: i
: Upload Snyk report as sarif
: github/codegl-action/upload-sarifigv2

sarif file: snyk.sarif

Figure 15: Snyk configuration

e Figure 16 shows the Docker image and GitHub repo scanned for vulnerabilities and
Snyk tracks and flags Pull Requests in the top-most vulnerable projects with severity
levels critical, high, medium, and low.

“:‘ snyk ravinamestry > Dashboard

ORGANIZATION

& )
& ravinamestry Pending tasks

& Dashboard Snyk tracks and flags Pull Requests (PRs) in the top-most vulnerable projects
= Projects
PROJECT FIXABLE ISSUES ACTIONS
% Integrations
22 Members @ ravinamestry/x22177264_ravina_mestry_research_project 5 B 10 m 13 0 Fix vulnerabilities
£t Settings
@ramameatw-xzz"7251_s«.-ma_nsslr;._|=5eavch_p\c-\at 1 B 5 m 3 0 Fix vulnerabilities

Vulnerable projects
Projects with vulnerabilities detected

PROJECT TESTED ISSUES ACTIONS

‘;J":-f anhour ago 2 B e m 3 76 n Fix vulnerabilities

ravinamestry,
& rece o

bapp_x22177264  nours age 5N C EH H | o L |
4ours ago i c EN H
64_ravina_mestry_
pp/requirements x  aday ago 1 B 5 m g 0 Fix vulnerabilities

Figure 16: Snyk dashboard


https://docs.github.com/en/code-security/secure-coding/uploading-a-sarif-file-to-github
https://docs.github.com/en/actions/reference/workflow-syntax-for-github-actions#jobsjob_idstepscontinue-on-error

3.8 Datadog

3.8.1 Set up for Tracing on GitHub Actions Workflows

e Configured the GitHub App name ‘Datadog — ResearchProject’ in Datadog
integration in Figure 17.

e Edited the Permissions to grant Actions: Read access.

e Configured tracing for GitHub Actions for Enabling CI Visibility for the research
repository in Figure 18.

e The Pipelines page in Datadog shows Pipelines and Pipeline Execution with duration
and ClI status in Figure 19.

Create GitHub App

GitHub App name

Datadog - ResearchProject

Create GitHub App for ravinamestry

Figure 17: Created GitHub App in Datadog

Install & Authorize Datadog - ResearchProject

Install & Authorize on your personal account ravinamestry @

All repositories

@® Only select repositories

| Select repositories ~

E ravinamestry/x22177264 ravina_mestry research_project
no description

wi

Read and write access to code, deployments, issues, and pull requests

Install & Authorize

Figure 18: Enabling CI Visibility in Datadog
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https://docs.datadoghq.com/continuous_integration/pipelines/github/#configure-the-datadog-integration
https://docs.datadoghq.com/continuous_integration/pipelines/github/#configure-the-datadog-integration
https://docs.datadoghq.com/continuous_integration/pipelines/github/#configure-tracing-for-github-actions

URL: Set up Tracing on GitHub Actions Workflows (datadoghg.com)

Welcome, Ravinal | Get Started ~ You have 14 days left in your {

PIPELINE EXECUTIONS ILURE I EO DIAN CHAN BUII 1
©) rav Build Sonarqube: x22177264 1 - 0 0% 1min13s N
©) rav Deploy STAGE: x22177264 _ravi = 0 37.0s IR 370

Figure 19: Datadog Pipeline Visibility

3.8.2 Set up for Cloud Security Posture Management (CSPM)

e Datadog Integrations tile clicked on AWS and selected AWS region and Datadog API
Key.

e Enabled Cloud Security Posture Management to scan the cloud environment, hosts, and
containers.

e Clicked on Launch CloudFormation Template and created stack.

e After the stack is created, on the AWS integration tile in Datadog and clicked Ready.

URL: Setting Up CSPM (datadoghg.com)

aWS, “_ Azure £y s

0 Configure your AWS accounts
How to set up Posture Management for AWS?

process. You first need to add necessary permissions resource collection. Then you will be able to enable the collection of these resources.

To app

rce collection, contact Support [4
Showing 1-1 of 1 account connected to Datadog

.

367929450121  aws_account:367929450121 @D collect resourc

Figure 20: Datadog CSPM Configuration

e Enabled Collect Resources toggle for AWS Resource in Figure 20 in Security>Setup.

e Enabled Cloud Security Posture Management Collection to enable resource collection
for CSPM in AWS Integration tile.

e Figure 22 shows the Cloud Security Posture with misconfigured resources and posture
score.

DD_API_KEY=${{ secrets.Datadog API_Key }} DD _SITE="datadoghqg.eu” bash -c "$(curl -L https://s3.amazonaws.com/dd-agent/scripts/install script_agentz.sh)™

sudo apt-get update -y

sudo apt-get install apt-transport-https curl gnupg -y

sudo sh -c "echo “deb [signed-by=/ 4/ shi fkeyrings/datadog-archive-keyring.gpg] https://apt.datadoghq.com/ stable 7° > fetc/apt/sources.list.d/datadog.list™

sudo touch fusr/share/keyrings, adog-archive-keyring.gpg -y

sudo chmod a+r fusr/share/keyrings/datadog-archive-keyring.gpg -y

curl https://keys.datadoghq . com/DATADOG_APT_KEY_CURRENT.public | sudo gpg --no-default-keyring --keyring /fusr/share/keyrings/datadog-archive-keyring.gpg --import --batch

curl https://keys.datadoghq . com/DATADOG_APT_KEY_C@962C7/D.public sudo gpg --no-default-keyring --keyring fusr/share/keyrings/datadog-archive-keyring.gpe --import --batch

curl https: eys.datadoghq . com/DATADOG_APT_KEY_F14F628€E.public sudo gpg --no-default-keyring --keyring fusr/share/keyrings/datadog-archive-keyring.gpe --import --batch
curl https://keys.datadoghq . com/DATADOG_APT.

382E940E. public sudo gpg --no-default-keyring --keyring fusr/share/keyrings/datadog-archive-keyring.gpe --import --batch
sudo cp -a fusr/share/keyrings/datadog-archive-keyring.gpg /fetc/apt/trusted.gpg.df -y

sudo apt-get update -y

sudo apt-get install datadog-agent datadog-signing-keys -y

sudo sh -c "se s/apl_key:.*/ key ets.Datadog API_Key }}/" /etc/datadog-agent/datadog.yaml » fetc/datadog-agent/datadog.yaml™

sudo - nt -- datadog-agent rt fetc/dd-agent fetc/datadog-agent -y
sudo s “chown dd-agent:dd-agent /etc/datadog-agent/datadog.yaml && chmod e4@ fetc/datadeg-agent/datadog.yaml”™
sudo systemctl restart datadog-agent.service

Figure 21: Datadog agent installation in terraform
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https://docs.datadoghq.com/continuous_integration/pipelines/github/
https://docs.datadoghq.com/security/cspm/setup/?tab=aws

Posture Management

Harden your cloud resources against misconfigurations

Resources scanned Misconfigured Resources Posture Score
29.0 7.00 58.61% <oy
: wich | IR o (G fncings
View Resources

QOverview

Res

. - tributes (6.25%) -
.
:

o e -
3 ential_report
awe_scurity_group,..
1 E » sat1s ™

(635
1

ACCOUNT PROVIDER SCANNED RESOURCES -l FAILED RESOURCES

N SEVERITY ' FAILED RESOURCES

Figure 22: Datadog Posture Management

3.8.3 Set up for Datadog Agent

e Got the steps for installing Datadog agent from the URL mentioned in Table 1 and
added the steps in the terraform
terraform/installdocker.sh file shown in Figure 21.

e Below command shows the status of the Datadog cont o run on
agent running for the host. ins-on: ubuntu- Latest

juildstart

Lint Code Base

sudo service datadog-agent status

3.9 Super-Linter

e Entered the code in Figure 23 in the
.GitHub/workflows/build.yml workflow from the
URL mentioned below.

e GitHub Actions will automatically run the Super-
Linter workflow whenever there is a pull request or
push event to the specified branches.

URL: https://github.com/marketplace/actions/super-linter

: Lint code Base
=1 super-linter/super-linter@vs

Figure 23: Super-Linter code in build
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https://github.com/marketplace/actions/super-linter

4 Configuring the Pipeline

o Figure 24 illustrates the summary of CI-CD pipeline with integrated Security tools on
various stages of the pipeline designed for the research paper explained in sections.

Super-Linter

) GitHub

Q-
O

7 GitHub Actions
Ta
S
o Gt
T
5 I
[} AWS EC2
[
E S
8 2
= ~
p -
@
-
A Y
y /4
~y

A DATADOG
2
Q OdWA;SPP

Figure 24: CI-CD Pipeline with Integrated Security Tools

4.1 Infrastructure Deployment Workflow

e Below workflow in Figure 25 is created for infrastructure development, GitHub
actions will trigger terraform_create.yml workflow when there are changes in
infrastructure requirements from terraform terraform/main.tf path.

e | —

GitHub Research

.

Pull Request

Project Repo

Terraform
>

Y

Merge to Master

GitHub Actions

Figure 25: Infrastructure Deployment Workflow

4.1.1 Pull requests steps:

e Figure 26 shows pull request steps and merge to develop and merge to master steps in
terraform plan and apply execution.

e On pull request, terraform initiates the directory which has terraform Configuration
files and validates the Configuration.

e Terraform Plan shows the plan which has the actions Terraform will take in order.
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e Terraform plan status returns whether a plan was successfully generated or not.

4.1.2 Merge to master steps:

e Terraform runs the Apply when Pull request is merged into master branch.

e Terraform Apply the plan and creates the infrastructure according to the plan.

e ltretrieves the public IPs of instances and saves them in GitHub secrets shown in Figure
27.

branch:develop

h 4

branch:master

Pull Reguest

A 4

¥

Push: Merge to Master

Checkout

h 4

Terraform Setup
Temaform Format/InitValidate

¥

Terraform Setup
Temaform Format/InitValidate

Terraform Plan

h

h 4

Terraform Apply

Update Pull Request

A 4

Retrieve EC2 Instances

h

¥

Publ

ic IP

h

r

Terraform Plan Status

Terraform FPlan Status

Figure 26: Terraform Plan and Apply Execution

4.2 Application Deployment Workflow

e Develop branch from GitHub repo consists of code change which is to be added to the
development and then to Staging environments.

e When the Pull request is generated on Develop branch, GitHub actions will trigger
build.yml workflow on develop branch for webapp illustrated in Figure 28.
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X22177264_RAVINA_MESTRY RESEARCH_PROJECT DEV_PUBLIC_TP

X22177264_RAVINA_MESTRY_RESEARCH_PROJECT PROD_PUBLIC_IP

X22177264_RAVINA MESTRY RESEARCH PROJECT_SONARQUBE PUBLIC
IP

X22177264 RAVINA MESTRY RESEARCH PROJECT STAGE PUBLIC IP

X22177264 RAVINA MESTRY RESEARCH PROJECT 7AP PUBLIC TP

Figure 27: GitHub Secrets for Public IP

R e :

—]
¥ E
GitHub Project Repo —>| Pull Request i 2
Build and Docker Hub
Push
l Image build.yml

@ AWS Cloud
» Merge to Develop ———>» —>
Docker Hub Pull and dev docker
Run Image

deploy-dev.yml

GitHub Actions @ AWS Cloud
Merge to Master [——>» Docker Hub T stage docker
Run Image

deploy-stage.yml

Prod deploy
windows rules

AWS Cloud
Manual Trigger — Docker Hub Pull and prod docker

Run Image
deploy.yml| : PROD 9

Figure 28: Application Deployment Workflow

It builds and push the web app and Docker Hub image with tag
‘x22177264 ravina_mestry/project:ncirl_cloud_research_webapp x22177264 ravina
mestry’.

When the develop branch is merged into develop branch shown in Figure 28, GitHub

actions will trigger deploy-dev.yml workflow on develop branch. It deploys the
application in  development environment from GitHub Action secrets
X22177264 ravina_mestry_research_project_dev_ PUBLIC IP’.

It gets docker-compose.yml file and removes existing Docker container and image, gets
Login for Docker, and runs Docker to deploy the application in development
environment from GitHub Action secrets
x22177264 ravina mestry research project dev. PUBLIC IP’.
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https://hub.docker.com/repository/docker/ravinamestry/x22177264_ravina_mestry
https://hub.docker.com/layers/ravinamestry/x22177264_ravina_mestry/ncirl_cloud_research_webapp_x22177264_ravina_mestry/images/sha256-8d1c99f3e7910accb218a8ac024ea3c4607cafb7a4cc5b24ecce92ca609535ea?context=repo
https://hub.docker.com/layers/ravinamestry/x22177264_ravina_mestry/ncirl_cloud_research_webapp_x22177264_ravina_mestry/images/sha256-8d1c99f3e7910accb218a8ac024ea3c4607cafb7a4cc5b24ecce92ca609535ea?context=repo

e When the develop branch is merged into
master branch, GitHub actions will

trigger deploy-stage.yml workflow on Run workflow -

master branch. -
e When GitHub actions is manually Use workflow from

triggered with input PROD in the

workflow in Figure 29, removes existing Branch: master
Docker container and image and the
deploy.yml workflow and deploys the
application in Production environment PROD)
from GitHub Action secrets
X22177264 ravina_mestry_research Run workflow
_project_prod PUBLIC IP’.

Environment [DEV/STAGE/PROD]

Figure 29: GitHub Action Deploy workflow
4.3 Destroy Infra Workflow

e The destroy infra workflow destroys no longer needed infrastructure. Resources like
Dev or Stage are destroyed and created when needed. The Terraform destroy command
terminates the resources in workspace. Figure 30 shows the terraform_destroy.yml
execution destroying the dev, stage, and prod AWS EC2 instances.

terraform_destroy.yml
terraform_destroy_sonarqube.yml
terraform_destroy_zap.yml

~ @ Temaform Destroy

Figure 30: Destroy Infrastructure Workflow
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https://github.com/ravina-mestry/ravina_mestry_devopssec_project/blob/master/.github/workflows/terraform_destroy.yml
https://github.com/ravina-mestry/ravina_mestry_devopssec_project/blob/master/.github/workflows/terraform_destroy_sonarqube.yml
https://github.com/ravina-mestry/ravina_mestry_devopssec_project/blob/master/.github/workflows/terraform_destroy_zap.yml

