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1 Data Analysis and ARIMA Modeling

Data analysis and the Time series forecasting has been performed in the google Colabor-
atory (interactive notebooks allows to combine executable code and rich text in a single
document) it is a cloud platform solution provided by Google inc. It is popularly used
in machine learning areas for data analysis model training, testing and evaluation before
deploying the final model in the infrastructure.

1.1 Import Data and Convert to Data Frames

1.1.1 Import Libraries

• pandas

• json

• numpy

• matplotlib.pyplot

1.1.2 Import and Convert Data

• Import by providing the file dataset path

• Set the timestamp to pandas date time format to a variable

[pd.to_datetime(ts, unit=’ms’) for ts in dataset_name["dict"][0]]

• Select and store the utilization in another variable from the dataset

dataset_name["dict"][1]]

• Convert the data to pandas data frame using pandas library

pd.DataFrame({’timestamp’: timestamp, ’utilization’: utilizations})

• Set the timestamp as dataframe index for further analysis

• Resample the data using resample() function group the dataset to daily max value

data.resample(’D’).max()

• Plot the daily utilization data using the pyplot
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1.2 Stationarity Checking

1.2.1 Import Libraries

• statsmodels.api

• statsmodels.tsa.seasonal seasonal decompose

• statsmodels.tsa.stattools adfuller

• matplotlib.pyplot

1.2.2 Seasonal Decomposition and Adfullar Test

• Perform the additive model seasonal decomposition with 24 * 6 on both original
and daily max data

• Plot the decomposition statistic observed, trend, seasonal and residual

• Perform Adfuller test

1.2.3 Rolling Statistics

• Perform rolling statistics mean and std deviating using rolling() function of the
pandas

1.3 Data Transformation

1.3.1 Log and Difference Transformation

• Perform Log Transformation using numpy log() function

• Perform Difference Transformation by subtracting log data by log’s shift using
numpys shift () function

• Plot the Original, Log and Diff

1.3.2 Rerun the Adfuller

• Perform the adfuller test in the tranformed data

1.4 Build ARIMA Model

1.4.1 Import Libraries

• statsmodels.tsa.arima.model ARIMA

• warnings to ignore the warnings

1.4.2 Build Model

• Fit the ARIMA model with data and order of p, d, q (0,0,7)
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1.4.3 Prediction

• Predict the future utilization using the arima predict () function with start para-
meter as length of dataset and end with length of dataset - 1

• Print the mean of the forecast utilization

• Plot the Trained and Arima predicted utilization

2 Dynamic Deployment

Developed a python based program to automate the prediction of the CPU and deploy
the Kubernetes manifesto to the Kubernets test environment by providing the dataset
and other required parameters from the user. The program will predict the cpu and
then replace all the required values and generates the manifesto and creates back of the
manifesto in a YAML file and the deploys the manifesto to the Kubernetes environment
using pythons Kubernetes client library. In the following subsection will explain how to
deploy the code in the test environment.

2.1 Setup the Kubernetes Environment

• Install docker

• Install Minikube

• Start minikube to use the driver as docker daemon

minikube start --driver=docker

2.2 Execute the Python Program

• Create a python virtual environment

• Install the library’s from the requirements.txt file included with the code

• Execute the python program - This program will provide outputs of the prediction
and deployment

python3 predicted-pod-depolyment.py --ts_data prometheus-dataset-1.json

--pod_name research-app-1

--image nginx:1.15.4

--cpu_request 500m

--memory_request 500Mi

--memory_limit 1Gi

--no_replicas 2

--port_num 80

• predicted-pod-depolyment.py - Python program file

• –ts data - Dataset path
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• –pod name - Desired name for the POD

• –image - Container image name and version

• –cpu request - Minimum CPU to set for the POD

• –memory request - Minimum meomory to set for the POD

• –memory limit - Maximum memory to set for the POD

• –no replicas - No. of POD replicas in the deployment

• –port num - Application port number

2.3 Test the Deployment

• Check the POD’s are deployed

kubectl get pods

• Describe the POD to check the CPU Limit

kubectl describe pod pod-name
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