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1 Introduction

This configuration manual details the installation, setup, and deployment of each piece
of software, tool, and file needed to put the suggested system into practice.

2 Prerequisites

The required software and hardware for implementing this project are listed below.

Figure 1: AWS EKS cluster details

Figure 2: Required Software And Description
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3 Implementation

3.1 Deplying Kubernetes Cluster on AmazonWeb Services (AWS)

1. Create an AWS EKS cluster
The AWS EKS cluster is created by using the AWS Management Console Algarni

(2021)and specifying the cluster name, region, and other required settings.
2. Configure kubectl to Access the Cluster
By running the below command, the kubectl has been configured with the cluster

details Getting started with Amazon EKS (Year).

Figure 3: Command to configure Kubectl with cluster details

3.2 Configurations files

While setting up the EKS cluster, three configuration files are used here, named as
Deployment.yaml, Service.yaml, and Ingress.yaml.

3.2.1 Deployment.yaml

This file mainly consists of the configurations about the cluster. It specifies the number
of replicas, image name of the container, resource requests, and limits. The code snippet
is as shown below:

Figure 4: Deployment.yaml configuration file code snippet
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3.2.2 Service.yaml

Service resource is defined by Servcie.yaml file. Instead of managing and ,maintaineing
each pod’s IP ,this file gives an endpoint which can be used by other services and users.

Figure 5: Service.yaml configuration file code snippet

3.2.3 Ingress.yaml

Thus, the configuration file defines the rules that are going to be responsible for routing
the traffic and hence balancing the load among the nodes. Annotation is used to specify
the two load balancing algorithms - IP Hash and Weighted Round Robin.
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Figure 6: Ingress.yaml configuration file code snippet

4 Cluster Information

Figure 7: EKS Cluster Information

This command provides information about the Kubernetes control plane, which in-
cludes the API server, controller manager, and scheduler. It will also display the cluster’s
master endpoint’s location.

5 EKS Nodes

The EKS cluster consists of two nodes. By using the following command, it will display
the names and details of the nodes.

Figure 8: Nodes

And the following command will provide detailed information about the nodes.
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Figure 9:

Figure 10:

6 WebApplication

The web application is written in HTML and JavaScript. The frontend of the web
application displays the user’s IP address when attempting to access the webpage.
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Figure 11: WebApplication code Snippet

By using the below link , webapplication can be accessed.
https://nitu.cryptotrendline.com/

6.1 Setting Up WebApplication

A browser-based VPN was utilized to generate IP addresses from different locations.
Subsequently, the web page will showcase the IP address of the user endeavoring to
access the web application.

Figure 12: WebApplication
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7 Observation

7.1 Initial Observation

The first experiment generated from East Region of the United States. The response
time 222 milliseconds during this initial access was recorded.

Figure 13: Response Time when WebApplication Accessed for the first time from US-
East-2 Region

7.2 Second Observation

The Content Delivery Network (CDN) is utilized in Experiment 2. To optimize content
delivery and reduce latency, Kubernetes was integrated with a content delivery network
(CDN) with a Load Balancing algorithm. IPhash and Weighted Round Robin are used
alongside AWS CloudFront. The impact of CDN integration on response times and
system performance as a whole was investigated. Observed response time is 154 ms.
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Figure 14: Response Time WebApplication Accessed for the second time from US-East-2
Region

7.3 Observation on AWS Cloudwatch

Figure 15: Target Response Time of Application Load Balancer Captured on CloudWatch
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Figure 16: Number of Requests Captured on Application Load Balancer in CloudWatch
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