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1 Introduction

With this report, one can understand the steps needed to run and to successfully deploy
our research which is Energy Efficient Task Scheduling Approach in Cloud Environment
using the CloudSim framework. This report will walk you through the hardware require-
ments and software requirements to achieve successful implementation of the project.

2 Pre-Requirements

Let’s look into the prerequisites of this project, by satisfying these we will be well pre-
pared on the configuration journey for our Energy-Efficient Task Scheduling project using
CloudSim.

2.1 Hardware Requirements

For this project, we need a laptop or desktop with a minimum of i3 processor, 8 GB
RAM, and 100 GB storage capacity is needed to run the CloudSim toolkit.

Table 1 shows the hardware setup I used for the project.

Table 1: Hardware used for the project

Parameter Value
Processor Intel i5
CPU 6 cores and 12 threads
RAM (GB) 8
Storage (TB) 1

2.2 Software Requirements

In this section, we will know the software we need to download and install before we start
the project.

• Java JDK 1.8.0-311: Java JDK is necessary for the CloudSim project as it provides
the essential tools and libraries for compiling, running, and developing Java-based
simulation applications that model and analyze cloud computing environments and
scenarios. You can install the version from https://www.oracle.com/ie/java/

technologies/javase/javase8u211-later-archive-downloads.html
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Figure 1: Download JDK file

• Eclipse 2022-09 (4.25.0): Eclipse IDE is valuable for the CloudSim project as it
offers a robust and user-friendly integrated development environment, facilitat-
ing efficient coding, debugging, and project management throughout the simu-
lation modeling and implementation process. You can install the version from
https://www.eclipse.org/downloads/packages/release/2022-09/r

Figure 2: Download Eclipse IDE

• Cloudsim Toolkit: It is utilized to simplify the modeling and simulation of cloud
computing systems, enabling researchers and developers to experiment, analyze,
and optimize various cloud-based algorithms, policies, and architectures in a con-
trolled and scalable environment. You can refer the code from https://github.

com/Cloudslab/cloudsim/releases/tag/cloudsim-3.0.3 and https://github.
com/Aniket144/Cloud_Simulation_Project
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Figure 3: Download Cloudsim toolkit

3 Configuration setup

Once all the above-mentioned software has been installed, we need to create an environ-
ment variable for Java. To do that we need to follow the below steps.
1. Go to ”systems setting”.
2. Select ”Advance system settings”.
3. Go to ”Environment variables”.
4. Under System variables click ”path”.
5. Edit and add a new path of Java.

3.1 Importing CloudSim

Figure 4: Importing Project

We will now import the cloudsim package in Eclipse and create a project. Figure 4
shows importing cloudsim packages.
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To create a Java project in Eclipse IDE follow these below steps,
1. Click file on the left corner of the IDE.
2. Click open project from the file system.
3. Browse the ”Import source” and select CloudSim package which you need to import.
4. Click finish to complete the import process.

4 Implementation, Configuring the code part

Let’s look into how we will initialize CloudSim by integrating the proposed algorithm and
we will also look into the parameters where we have made the configuration changes.

From the main.jav code set we will now configure our required scenario, Figure 5
shows the parameters for configuring VM. and Figure 6 shows parameters for cloudlets.
We can change the VM and cloudlet configuration and set it as per our needs which gives
a better simulation outcome.

Figure 5: VM Configuration

Figure 6: Cloudlet parameters

Once we set the VM and cloudlet configuration, we will now initialize the CloudSim
library,

Figure 7 shows setting up and running a simulation using the CloudSim simulation
framework. The code simulates a cloud computing environment where virtual machines
execute cloudlets (tasks) on data centers.
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Figure 7: Initializing the CloudSim package

Once cloudsim has been initialized and created all the required environments, now
we will initialize our proposed algorithm GA-PSO. First, a Genetic Algorithm is applied
to perform task scheduling, it will Initialize and evaluate the population and find the
fittest population. And then cross-over and mutation method is applied to the fittest
population and evaluated.

Figure 8 and Figure 9 shows the code where the population is being initialized and
evaluated for the fittest population.

Figure 8: Initializing Population

After finding the best solution of GA we will apply PSO over GA generated popu-
lation. Using PSO on a population created by GA attempts to combine the advantages
of both methods for more effective and efficient optimization. This hybrid technique is
intended to solve the constraints of individual algorithms and offer a strong resolution for
challenging optimization issues, such as the scheduling of tasks in a cloud environment
that are energy-efficient.

Figure 10 shows Swarm creation and finding the best position for particles, then
binding the cloudlets (tasks) to VMs depending on the best position evaluated by PSO.
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Figure 9: Get the fittest genetic algorithm population sequence

Figure 10: Steps for swarm creation, finding best position for particles and binding
cloudlets to VMs
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Figure 11 shows the execution output and expected result as our proposed hybrid
techniques evaluation is comparatively lesser than the traditional algorithm and its output
is shown in Figure 12. The output makespan, cost, and simulation time may change
every time depending on systems resource availability, load, background tasks, hardware
variability, and much more. If we notice in our theses report where we have evaluated
and compared with graphs the output is different because we have referred the output
of different execution which we ran previously. It is recommended to run simulations on
dedicated machines or cloud instances with controlled and consistent resources.

Figure 11: Execution output for proposed hybrid algorithm

Figure 12: Execution output for traditional PSO algorithm
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