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1 Introduction 
 
The configuration guide outlines the procedure for applying Virtual Diagnosis by utilizing 
heart sounds captured via a digital stethoscope, aimed at aiding medically underserved regions 
through machine learning. Furthermore, it encompasses the overall arrangement necessary for 
project tool installation. This instructional document is tailored to benefit students in academia 
and other researchers, offering enhanced insights into the methodology deployed for executing 
this research endeavor. 
 
2 Pre-requisites 
 

2.1 AWS EC2 
An Amazon EC2 instance is a virtual server in the cloud offered by Amazon Web Services 
(AWS). The instance type T2.2xlarge belongs to the T2 family and offers a balance of compute, 
memory, and network resources, catering to various workloads. It features a substantial 8 
vCPUs, 32 GB of memory, and the ability to burst CPU performance based on workload 
demands. This instance type is particularly suitable for applications that require moderate 
compute power and memory, making it an ideal choice for multitier web applications, medium-
sized databases, and development environments. With its versatility and scalability, the 
T2.2xlarge instance provides a cost-effective solution for businesses seeking to optimize 
performance while managing expenses in the AWS cloud environment. 
 

2.2 Python 
Python plays a pivotal role in the field of Machine Learning (ML) due to its rich ecosystem of 
libraries and frameworks tailored for data manipulation, analysis, and modeling. Its simplicity 
and readability make it an ideal language for researchers, developers, and data scientists to 
implement intricate ML algorithms and techniques. Python's libraries like NumPy, pandas, and 
scikit-learn provide essential tools for data preprocessing, feature engineering, and model 
evaluation. Additionally, popular ML frameworks like TensorFlow and PyTorch enable the 
creation of complex neural networks and deep learning models, driving advancements in image 
recognition, natural language processing, and more. Python's versatility, combined with its 
extensive community support, underscores its significance in enabling innovation and 
advancements within the realm of Machine Learning. 
 

2.3 Flask 
Flask is a lightweight and versatile web framework for Python that simplifies the process of 
building web applications. Known for its minimalistic design and flexibility, Flask allows 
developers to create web applications quickly by providing essential tools for routing, 



 

 

templating, and handling HTTP requests and responses. With its modular structure, developers 
can choose the components they need, making it well-suited for both simple and complex 
projects. Flask's extensive ecosystem of extensions further extends its functionality, enabling 
tasks such as authentication, database integration, and API development. Its user-friendly 
nature and scalability have made Flask a popular choice among developers seeking to create 
efficient and customized web applications. 
 

2.4 Google Colab 
Google Colab, a cloud-based platform, has emerged as a valuable tool for Machine Learning 
(ML) practitioners, offering a collaborative environment for creating, sharing, and executing 
ML projects seamlessly. It provides free access to GPUs and TPUs, accelerating model training 
and experimentation. With its integration of Jupyter notebooks, Colab facilitates code 
development, visualization, and documentation in a single interface. Users can easily import 
datasets, leverage popular libraries like TensorFlow and PyTorch, and share their work with 
others. This democratization of resources and collaborative capabilities make Google Colab a 
preferred choice for individuals and teams to efficiently explore, develop, and deploy Machine 
Learning solutions. 
 
3 Packages and library used. 

3.1 Scikit-learn 
Scikit-learn, a widely utilized Python open-source machine learning library, equips 
developers and data scientists with an extensive toolkit spanning various facets of machine 
learning. Through its intuitive and coherent interface, scikit-learn simplifies processes such as 
data preprocessing, feature selection, model training, and evaluation. Its extensive range of 
algorithms encompasses classification, regression, clustering, and beyond, offering users an 
efficient means to explore and implement models. The library's seamless integration with 
other Python libraries, coupled with its emphasis on documentation and best practices, 
establishes it as an invaluable asset catering to both novices and seasoned experts in the 
machine learning domain. 

3.2 Numpy 
NumPy, a fundamental library for numerical computations in Python, provides essential data 
structures and functions to manipulate large arrays and matrices efficiently. Its array-oriented 
programming capabilities enable mathematical operations, broadcasting, and element-wise 
computations, making it an essential foundation for various scientific and data analysis tasks. 

3.3 Pandas 
Pandas, a versatile data manipulation library, simplifies data analysis in Python by 
introducing data structures like DataFrames that organize and manipulate structured data. 
With powerful tools for data cleaning, transformation, and exploration, Pandas streamlines 
tasks such as indexing, aggregation, and merging, enabling users to effectively handle and 
analyze tabular and time-series data for insightful decision-making. 

3.4 Librosa 
Librosa is a Python package specifically designed for analyzing and working with audio and 
music data. It offers tools to extract various audio features, visualize audio data, and perform 
tasks like spectrogram computation, beat tracking, and tempo estimation, making it an 



 

 

invaluable resource for researchers and practitioners in the field of audio signal processing 
and music analysis. 

3.5 Node 
Node.js is a runtime environment that allows developers to execute JavaScript code on the 
server-side, enabling the creation of scalable and efficient network applications. It utilizes an 
event-driven, non-blocking architecture, which makes it particularly well-suited for handling 
asynchronous operations and building real-time web applications, APIs, and backend 
services. 
 

3.6 NPM 
npm (Node Package Manager) is the default package manager for Node.js, providing a vast 
repository of open-source libraries and tools that developers can easily integrate into their 
projects. It simplifies dependency management, version control, and package distribution, 
streamlining the process of building and maintaining Node.js applications by enabling 
developers to access and share modular code solutions. 
 
4 Configurations 

4.1 EC2 
In this paper we have used t2.2xlarge instance with 32 GB storage.

 
 



 

 

4.2 Installations on EC2 
These are the packages need to install on EC2.

 
 
5 Machine Learning Model 

5.1 Dataset retrieval 

 



 

 

 

 

 

5.2 Reading Audio File 

 
 
6 Feature Extraction 
Feature Extraction is a crucial step in training a ML model. In this paper we have waveplot 
the audio file. 



 

 

 
 
7 MFCC Extraction – Mel Frequency Cepstral Coefficients 
 
Mel Frequency Cepstral Coefficients (MFCCs) constitute a widely employed feature set 
within audio and speech processing, serving purposes like speech recognition, speaker 
identification, and music genre classification. These coefficients are formulated based on the 
Mel scale, a perceptual pitch scale designed to mimic the human auditory system's sensitivity 
to varying frequencies. 

 

 
 
8 Installing packages and Feature Selection 



 

 

 

 
 
9 Machine Learning Models code snippets  
This model is trained by Random Forest, KNN, SVM RBF, Logistic Regression etc. The best 
performance algorithm is SVM RBF. 

 
SVM RBF 

 



 

 

Logistic Regression 

 
 
Random Forest 

 
KNN 

 
 
10 Deployment 
The deployment process involves deploying a machine learning model that utilizes Flask for 
handling HTTP requests. The application encompasses three key functions: feature 
extraction, prediction, and API calls. For feature extraction, the librosa library is employed to 
extract relevant features from audio data, enabling effective analysis. The extracted features 
are then fed into the prediction function, where a Support Vector Machine (SVM) with a 
Radial Basis Function (RBF) kernel is employed. This SVM-RBF model, achieving an 
accuracy of 74.34%, efficiently predicts the characteristics of sound data. Lastly, an API call 
function is implemented to enable external interaction with the deployed model. This 
integrated approach, utilizing Flask, librosa, SVM-RBF, and API calls, ensures a seamless 
deployment pipeline that empowers users to analyze sound data, predict outcomes accurately, 



 

 

and access the model's capabilities through a user-friendly interface. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

11 Testing HTTP through Postman 
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