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1 Introduction 
 

All the requirements for replicating the study and its results on local and Azure ML cloud 

environment is provided in this Configuration Manual. The system specifications for local run, 
dataset source, Python ML packages, configuring the cloud environment using Azure SDK v1 

and the Azure pipeline execution model for the project are detailed in this manual. 

 

2 System Specifications 
 

Hardware Configuration for the local run: 
 

• Processor: Intel 11th Gen Core i5-1135G7 @2.4 GHz 

• RAM: 16 GB DDR4 RAM 3200MHz 

• Storage (SSD): 512GB 

• Operating System: Windows 10, 64-bit 

 
Software Packages for the local run: 

 

• Python 3.6.4 

• Anaconda Navigator 2.3.2  

• PyCharm IDE Community Edition 2021.3 

• Jupyter Notebook 

 

3 ML Packages 
 

The following ML packages were installed for the code development both locally and on Azure 
ML cloud. The project environment requirements were compiled in .yml file for easy 

environment setup along with packages installation.  

 

On a local computer, use the following command in the windows terminal,  
 

conda env create -f config/environment.yml 
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Figure 1: Conda Dependencies Installation for Azure ML environment Setup 

 

 

4 Dataset 
 

The dataset used in this work is UCSD anomaly detection dataset collected from the source, 

http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm 

 

 

5 Azure ML Configuration 
 

• 
Create an Azure Subscription for use with your research 

Figure 2: Azure Subscription Details 

 

 

 

 

 

 

 

 

http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm
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• Create a resource group under your subscription name to add your Azure ML 

workspace with the subscription name and region information. 

• .                 Figure 3: Azure Resource Group Creation

 
 

• Create an Azure ML workspace within the resource group 

 

 
Figure 4: Azure ML Workspace creation 

• Set to work with our code after the above steps. The ML workspace after creation is 

presented in Figure 4. Make sure, the details shown are noted down are saved locally in a 

notepad to be used later with Azure SDK for Python. Take a note of the subscription id, 

Subscription Name, Resource group, Location etc., 

 

   Figure 5: Azure ML Workspace Details 
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• Create Service Principal in Azure active directory for non-interactive authentication 

 
Figure 6: Azure Active Directory→App Registrations→ New Registration 

 
Figure 7: New Registration→Register an application 

 
Figure 8: Created Service Principal Authentication. 

Service principal authentication requires a secret key which can created from “add a 

certificate or secret” link from Figure 8. Note down, the service principal id, service 

principal password and tenant id.  

 

• 
Config.json file with the Azure configuration details. This will be called upon when we 

create the pipelines using pipelines_master.py file.  

Figure 9: Azure ML configuration File. 

 

6 Azure ML Pipelines 
 

• Azure ML Pipelines are created using pipelines master.ipynb file run using Jupyter 

notebook on your local system. 
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Figure 10: Azure ML configuration for pipeline 

 

Figure 11: Pipeline folders to be uploaded to AML compute target 

 

• Creating the CPU compute target 

 
Figure 12: Create AML CPU compute target 

• Create ML environment on Azure ML cloud 
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Figure 13: Target Run Environment on Azure ML Cloud 

 
Figure 14: Run configuration for Pipeline creation on Azure ML cloud 

 

 
Figure 15: Datastore container path 
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Figure 16: Create schedule and publish pipeline 
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