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1 Introduction

All the requirements for replicating the study and its results on local and Azure ML cloud
environment is provided in this Configuration Manual. The system specifications for local run,
dataset source, Python ML packages, configuring the cloud environment using Azure SDK v1
and the Azure pipeline execution model for the project are detailed in this manual.

2 System Specifications
Hardware Configuration for the local run:

e Processor: Intel 11" Gen Core i5-1135G7 @2.4 GHz
e RAM: 16 GB DDR4 RAM 3200MHz

e Storage (SSD): 512GB

e Operating System: Windows 10, 64-bit

Software Packages for the local run:

Python 3.6.4

Anaconda Navigator 2.3.2

PyCharm IDE Community Edition 2021.3
Jupyter Notebook

3 ML Packages

The following ML packages were installed for the code development both locally and on Azure
ML cloud. The project environment requirements were compiled in .yml file for easy
environment setup along with packages installation.

On a local computer, use the following command in the windows terminal,

conda env create -f config/environment.yml



Zwr-itefFile conda_dependencies.ywyml

dependenciaes :
- python=3._.6
- cudatoolkit=12_8

- pip:
azureml -sdk==1 .47 .
azure-storage-blob==2.1.&
tensorFflow-gpu==1.15
- keras==2.1.6

hSpy==2_.1&.&
scikit-learn
pandas

M LIm Py

matplotlib
pillow==.2.&
seaborm

hickle
requests==2.21.

Figure 1: Conda Dependencies Installation for Azure ML environment Setup

4 Dataset

The dataset used in this work is UCSD anomaly detection dataset collected from the source,
http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm

5 Azure ML Configuration

Azure subscription 1

Subscription
J Search ‘ « Tl Cancel subscription  ¢# Rename —> Change directory 2 Feedback
Overview A Essentials
Activity log Subscription ID Subscription name
43146991-97b7-439b-a9af-024954b7bd8b Azure subscription 1
. Access control (IAM) .
Directory My role
Tags Default Directory (ravindraardhapuremmitedu.onmicrosoft.com) Qwner
. Status Plan
' Diagnose and solve problems Active Azure Plan
Security Parent management group Secure Score
-—- Not available
Events

Create an Azure Subscription for use with your research

Figure 2: Azure Subscription Details


http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm

e Create a resource group under your subscription name to add your Azure ML
workspace with the subscription name and region information.
o . Figure 3: Azure Resource Group Creation
Create a resource group

Basics Tags Review + create

Resource group - A container that holds related resources for an Azure solution. The resource group can include all the
resources for the solution, or only those resources that you want to manage as a group. You decide how you want to
allocate resources to resource groups based on what makes the most sense for your organization. Learn more '

Project details

Subscription * O ‘ Azure subscription 1 ~ |

Resource group * @ ‘ |

Resource details
Region * @ | (US) East US ~ |

e Create an Azure ML workspace within the resource group

Azure Machine Learning

Create a machine learning workspace
Resource uetans

Every workspace must be assigned to an Azure subscription, which is where billing happens. You use resource groups like
folders to organize and manage resources, including the workspace you're about to create.
Learn more about Azure resource groups

Subscription * © ‘ Azure subscription 1 ~ |

Resource group * & ‘ myMLOpsProject ~ |
Create new

Workspace details

Configure your basic workspace settings like its storage connection, authentication, container, and more. Learn more '

Name * © ‘ |
Region * @© ‘ East US 2 ~ |
Storage account * @O ‘ ~ |

Create new

Figure 4: Azure ML Workspace creation
e Set to work with our code after the above steps. The ML workspace after creation is
presented in Figure 4. Make sure, the details shown are noted down are saved locally in a
notepad to be used later with Azure SDK for Python. Take a note of the subscription id,
Subscription Name, Resource group, Location etc.,

A videoanomalyl =

Flaw )

+ Download config json il Delete
& Ovenview
Essentials JSON View
E Activity log
Resource group : myMLOpsProject Studic web URL
An Access control (LAM;
' : Location East US 2 Container Registry
¢ Tage Subscription Azur ey Vault
? Diagriose and solve problems Subseription ID : 4314698 7 adaf-024954bTbdb Application Insights : videcanoma
Events Storage + videoanomaly 105 MLflow tracking URI : azureml://eastusd.api.azureml.ms/miflovwv1 0/su...
Settings

Figure 5: Azure ML Workspace Details



e Create Service Principal in Azure active directory for non-interactive authentication
gir Default Directory | App registrations =
ive Directory

Azure Activ

-+ New registration &P Endpoints £ Troubleshooting () Refresh ' Download [ Preview features A Got feedback?
© Overview

7 Figure 6: Azure Active Directory-=>App Registrations=> New Registration
Register an application

*Name

The user-facing display name for this application (this can be changed later).

[tes] v

Supported account types

Who can use this application or access this API?
'IE] Accounts in this organizational directory only (Default Directory only - Single tenant)
O Accounts in any organizational directory (Any Azure AD directory - Multitenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microsoft accounts (e.g. Skype, Xbox)

O Personal Microsoft accounts only

Figure 7: New Registration—>Register an application

HH test = -

Search li] Delete & Endpoints [ Preview features
B Overview @ Got a second? We would love your feedback on Microsoft identity platform (previously Azure AD for developer). —»
Quickstart
#" Integration assistant ~ Essentials
Manage I pp—— Client credentials
1est et
E=2 Branding & properties Application (client) ID

D Authent 1258107f-b6b4-4127-84ce-1c203dfe1fe7
uthentication
Object ID

Certificates & secrets e74454f9-7854-4582-b1e8-2208c7258193

D y
6ad-87b2-83c865d4697f test

{I! Token configuration Directory
41cb4037-9:

API permissions

jan

Figure 8: Created Service Principal Authentication.

Service principal authentication requires a secret key which can created from “add a
certificate or secret” link from Figure 8. Note down, the service principal id, service
principal password and tenant id.

& Expose an API

"subscription id": "43146991-97b7-439b-a%af-024954b7bd8b",

"resource group": "myMLOpsProject",

"workspace name": "videoanomalyl",

"workspace region": "eastus2",

"cpu_compute": "cpu-cluster",

"gpu_compute": "gpu-cluster",

"service principal id": "b0Ob8284b-95ef-4086-a8c0-20%a5faed727",

"service principal password": "tt~8Q~iEGoaroNfR17LY9toBCJIJmCjtelK 6éEWcei",
"tenant id": "41cb4037-9464-46ad-87b2-83c865d4697£"

Config.json file with the Azure configuration details. This will be called upon when we
create the pipelines using pipelines_master.py file.
Figure 9: Azure ML configuration File.

6 Azure ML Pipelines

e Azure ML Pipelines are created using pipelines master.ipynb file run using Jupyter
notebook on your local system.



base_dir =

config_ json = os.path.join(base_dir, "config.json")
with open(config_json, "r") as f:
config = json.load(f)

auth = ServicePrincipalAuthentication(
tenant_id=config["tenant_id"],
service_principal_id=config["service_principal_id"],
service_principal_password=config["service_principal_password”],

)

ws = Workspace(
config["subscription_id"],
config["resource_group"],
config["workspace_name"],
auth=auth

)

print(ws.get_details)

keyvault = ws.get_default_keyvault()
keyvault.set_secret("tenantID", config["tenant_id"])
keyvault.set_secret("servicePrincipallId”, config["service_principal_id"])
keyvault.set_secret(

"servicePrincipalPassword"”,

config["service_principal_password”])

Figure 10: Azure ML configuration for pipeline

# folder for scripts that need to be uploaded to Aml compute target
script_folder = " ./scripts/™
if os.path.exists(script_folder):
print("Deleting:", script_folder)
shutil.rmtree(script_folder)
os.makedirs(script_folder)

shutil.copy(os.path.join(base_dir, "utils.py"), script_+folder)
shutil.copy(os.path.join(base_dir, "pipelines_slave.py"), script_folder)
shutil.copy(os.path.join(base_dir, "train.py"), script_folder)
shutil.copytree(

os.path.join(base_dir, "mcdels™),

os.path.join(base_dir, script_<folder, "models™"))

shutil.copy(os.path.join(base_dir, "data_preparation.py"), script_folder)
shutil.copy(os.path.join(base_dir, "batch_scoring.py"), script_folder)
shutil.copy(os.path.join(base_dir, "train_clf.py"), script_folder)
shutil.copy(os.path.join(base_dir, "register_clf.py"), script_folder)

Figure 11: Pipeline folders to be uploaded to AML compute target

e Creating the CPU compute target
cpu_compute_name = config["cpu_compute"]
print("creating new CPU compute target")

provisioning_config = AmlCompute.provisioning_configuration(
vm_size="STANDARD_DS12_V2",
max_nodes=2,
idle_seconds_before_scaledown=1809,
#vm_priority="Lowpriority"
)
cpu_compute_target = ComputeTarget.create(
ws, cpu_compute_name, provisioning_config
)
cpu_compute_target.wait_for_completion(
show_output=True, min_node_count=None, timeout_in_minutes=280
)
print(cpu_compute_target.get_status())

Figure 12: Create AML CPU compute target
e Create ML environment on Azure ML cloud



#writefile conda_dependencies.yml

dependencies:
- python=3.6
- cudatoolkit=12.8
- pip:
- azureml-sdk==1.47.&
- azure-storage-blob==2.1.
- tensorfFflow-gpu==1.15
- keras==2.1.6
- hspy==2.12.&
- scikit-learn
- pandas
- numpy
- matplotlib
- pillow==5_.8_.8
- seaborn
- hickle
- requests==2_.21.e

Figure 13: Target Run Environment on Azure ML Cloud

# Runconfigs

runconfig = RunConfiguration()
runcenfig.environment = env
print("PipelineData object created")

create_pipelines = PythonScriptStep(
name="create pipelines",
script_name="pipelines_slave.py",
compute_target=cpu_compute_target,
arguments=[
"--cpu_compute_name",
cpu_compute_name,

]J
source_directory=script_folder,
runconfig=runconfig,
allow_reuse=False,

)

print("pipeline building step created")

pipeline = Pipeline(workspace=ws, steps=[create_pipelines])
print("Pipeline created")

pipeline.validate()
print("validation complete™)

pipeline_name = "prednet_master"”
disable_pipeline(pipeline_name=pipeline_name, dry_run=False)
disable_pipeline(pipeline_name="prednet_UCSDpedl"”, dry_run=False)
published_pipeline = pipeline.publish(name=pipeline_name)

Figure 14: Run configuration for Pipeline creation on Azure ML cloud

datastore = ws.get_default_datastore()

with open("placeholder.txt", "w") as f:
f.write(
"This is just a placeholder to ensure "
"that this path exists in the blobstore.\n"

datastore.upload_files(
[os.path.join(os.getcwd(), "placeholder.txt")],
target_path="prednet/data/raw_data/",

Figure 15: Datastore container path



schedule = Schedule.create(
workspace=ws,
name=pipeline_name + "_sch",
pipeline_id=published_pipeline.id,
experiment_name="prednet_master”,
datastore=datastore,
wait_for_provisioning=True,
description="Datastore scheduler for Pipeline"” + pipeline_name,
path_on_datastore="prednet/data/raw_data",
polling_interwval=5,

)

print("Created schedule with id: {}".format(schedule.id))
published_pipeline.submit(ws, published_pipeline.name)

Figure 16: Create schedule and publish pipeline

References

Beloglazov, A. and Buyya, R. (2015). Openstack neat: a framework for dynamic and energy-
efficient consolidation of virtual machines in openstack clouds, Concurrency and
Computation: Practice and Experience 27(5): 1310-1333.

Feng, G. and Buyya, R. (2016). Maximum revenue-oriented resource allocation in cloud,
IJGUC 7(1): 12-21.

Gomes, D. G., Calheiros, R. N. and Tolosana-Calasanz, R. (2015). Introduction to the special
issue on cloud computing: Recent developments and challenging issues, Computers &
Electrical Engineering 42: 31-32.

Kune, R., Konugurthi, P., Agarwal, A., Rao, C. R. and Buyya, R. (2016). The anatomy of big
data computing, Softw., Pract. Exper. 46(1): 79-105.



	1 Introduction
	2 System Specifications
	3 ML Packages
	4 Dataset
	5 Azure ML Configuration
	6 Azure ML Pipelines
	References

