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1 Introduction

The kube-hunter implementation, containerization, and deployment are all covered in
the configuration manual, which focuses on enhancements made to probes and checks
utilizing the Role-Based Access Control (RBAC) algorithm. The project was created in
Python, packaged as a container image using a Dockerfile, and intended for deployment
within a Kubernetes pod.

Step-by-step instructions are provided in the manual for setting up the development
environment, cloning the repository, submitting contributions to the project, and other
crucial activities. Additionally, it contains extensive information about the unusual tech-
nology stack employed, which consists of Docker for containerization, Kubernetes for or-
chestration, and Visual Studio Code as the development editor. The goal of this manual
is to ensure that the setup procedure is well understood and to help users and developers
replicate the development and deployment environment. This makes it possible for the
kube-hunter project to be consistently tested, developed, and used, guaranteeing that
all stakeholders can interact with the system successfully. The main source code can be
found here: Kube-hunter Repository

2 Cloning the Github Repo

To download the project’s code to the local machine, it must first clone the repository.
The terminal would be used to accomplish the following: Go to the directory where the
project is to be kept by navigating there. Using the supplied URL, clone the repository:
git@github.com:aquasecurity/kube-hunter.git is cloned using $git

$ git clone git@github.com:aquasecurity/kube-hunter.git

$ cd kube-hunter

Enter the kube-hunter directory from the forked repo just made: The procedures
stated in the last letter can be done now and should be in the kube-hunter directory. The
cloning was made with a forked repository rather than the original one as it is a smart
idea with the intent to contribute to the project. So that it can send a pull request to
the original repository after pushing the changes of the fork.

3 Adding the RBAC Algorithm into the code

The kube hunter directory houses all of the vulnerability checks that are currently in
use (collectively referred to as ”hunters”) as well as the fundamental functionality of
kube-hunter.
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A subdirectory called modules can be found inside the kube hunter directory, as shown
in the Figure 1 and it has further subdirectories that group the hunters into categories
based on the Kubernetes components they are intended to examine. There are directories
for things like finding, hunting, reporting, etc. The modules in the discovery directory
are in charge of finding the various parts of the Kubernetes cluster. There are several
modules that carry out vulnerability scanning in the hunting directory. A new Python
module in the kube hunter/modules/hunting directory is created since the RBAC Policy
algorithm is directly tied to the Misconfiguration Check.

Figure 1: Algorithm structure Flow

A Kubernetes cluster’s Role-Based Access Control (RBAC) setup can be examined
and evaluated using the supplied algorithm. The script goal is several tests on role bind-
ings across namespaces using the Kubernetes client library. It first recognizes extremely
permissive roles, which are those that use wildcards (”*”) in resources or verbs. A re-
lated vulnerability event is recorded if certain overly permissive roles are found. If not,
it examines the role-binding subjects further to see whether they are of the types ”Ser-
viceAccount” or ”User.” The script then uses the check access method to verify access
for each resource and verb in the rule, recording any violations of the least privilege
principle. This thorough analysis provides information on possible RBAC configuration
errors, strengthening cluster security.

4 Kubernetes Cluster Setup

Using a local Kubernetes cluster is strongly advised for the effective execution of the
kube-hunter modification. One popular option, Minikube, offers a single-node Kuber-
netes cluster inside a Virtual Machine (VM) on the local system, making it appropriate
for individuals looking for straightforward development and testing. Install kubectl, the
command-line interface for running tasks against Kubernetes clusters, first ($brew in-
stall kubectl), after updating Homebrew ($brew update) to ensure that it has the most
recent package information. To make it easier to create a local cluster, continue by in-
stalling Minikube ($brew install minikube) and starting it ($minikube start). Combining
Minikube and Kubectl makes it possible to manage pods, services, and deployment ef-
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fectively. The given Figure 2 which makes it possible to test the Kube-Hunter script and
its RBAC modification.

$ brew install kubectl

$ brew update

$ brew install minikube

$ minikube start

Figure 2: Minikube status after the start

The cluster can be accessed via a number of commands, including $minikube status,
$minikube stop, and $minikube delete, which can be used to eliminate the cluster if
necessary. Using a local environment like Minikube makes testing quick and affordable,
and it’s the best option for inspecting the kube-hunter modification to make sure the
RBAC configuration checks are implemented properly.

5 Push the code to DockerHub

The next step is to create a Docker image with the required kube-hunter change and up-
load it to Docker Hub after the local Kubernetes cluster has been set up using Minikube.
Building the image and uploading it to the repository may be done in this way $docker
build and $docker push to the DockerHub Account as can be found in the Figure 3. The
Role-Based Access Control (RBAC) configuration of the cluster, including ClusterRoles,
ClusterRoleBindings, and Jobs, may then be managed. Using commands like $kubectl
apply clusterrole rbac-check-role and $kubectl apply -f rbac-config.yaml, it is feasible to
remove existing setups. These configurations can be defined and used by using specialized
YAML files, such as ClusterRoleBinding.yaml, rbac-deployment.yaml, and rbac-job.yaml.

$ docker build -t tsephel24/kube-hunter-rbac.
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$ docker push tsephel24/kube-hunter-rbac

$ kubectl apply clusterrole rbac-check-role

$ kubectl apply -f rbac-config.yaml

$ kubectl apply -f rbac-job.yaml

Figure 3: Image in DockerHub, latest change captured

Using kubectl commands like $kubectl logs kube-hunter-id and $kubectl describe pod
pod-id, the cluster may be monitored and debugged. This procedure makes sure that
the RBAC setup is looked at and any weaknesses are found. The kube hunter library is
apparently functioning as expected, and the RBAC configuration appears to be secure,
according to the logs. Examining the final report or warnings/errors is crucial to figuring
out whether the scan was indeed successful and served the intended purpose.

$ kubectl logs {pod-id}

$ kubectl describe {pod-id}

The whole procedure required to build, push, and run the modifications made within
the code, as well as manage RBAC in the cluster, is summarized in this paragraph. Please
feel free to modify as necessary!

6 Running it as a POD within the cluster

Following Minikube creation of the local Kubernetes cluster, generate and manage pods
to test the functionality of the RBAC configuration. It is also good to ensure that
contianer are running as expected as the Figure 4 illustrates. Apply the ClusterRole and
ClusterRoleBinding first using the $kubectl apply -f command and the relevant YAML
files, such as ClusterRoleBinding.yaml and rbac-config.yaml. Another way to build the
RBAC-related Job is to save the script into a YAML file, such as rbac-job.yaml, and
then apply it. The kube-hunter pod will be deployed to test the RBAC algorithm within
the cluster once these roles and bindings have been established. This might have pod
restarts throughout this process as a result of unclean exits, which can be brought on by
problems like unhandled exceptions or memory conditions.

Commands like $kubectl logs pod-id and $kubectl describe pod pod-id can be used
to identify these crashes where the Figure 5 provides insight into it. These will shed
light on the pod’s condition and any underlying problems that contributed to the crash.
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Figure 4: Minikube status in Docker

To deploy the script, examine the logs, and get the ClusterRole and ClusterRoleBinding
details, it can be run into a variety of kubectl commands. By following these steps, it
can be easily concluded that the local environment is set up to investigate the kube-
hunter modification and validate the RBAC configuration checks, providing a rapid and
affordable option to carry out the necessary testing.

Figure 5: Output of the Kubectl commands
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