
 
 

 
 
 
 
 
 
 
 
 
 

 

Configuration Manual 
 
 
 
 

 

MSc Research Project 
 

FinTech 
 
 

 

Tze Yeng Chong 
 

Student ID: X21231869 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Brian Byrne 



 

 
National College of Ireland 

 

MSc Project Submission Sheet 

 

School of Computing 

 

Student Name: 

 

……. Tze Yeng Chong ………………………………………………… 

 

Student ID: 

 

……… X21231869 ……………………………………………………….. 

 

Programme: 

 

……… MSc FinTech ……………………… 

 

Year: 

 

…. 2022/23 …. 

 

Module: 

 

……… MSc Research Project ………………………………….…… 

 

Lecturer: 

 

……… Brian Byrne ………………………………………………….…… 

Submission Due 

Date: 

 

……… 14.08.2023 ……………………………………………….……… 

 

Project Title: 

 

……… Unravelling Cryptocurrency and Stock Market Dynamics: 

Predictive Models and Macroeconomic Implications ….…… 

Word Count: 

 

……… 930 ……… Page Count: …………… 16 ….…….……… 

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project.  All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are 

required to use the Referencing Standard specified in the report template.  To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 

Signature: 

 

…………… tzeyeng ………………………………………………………… 

 

Date: 

 

…………… 11.08.2023 …………………………………………………… 

 

 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 

□ 

Attach a Moodle submission receipt of the online project 

submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both 

for your own reference and in case a project is lost or mislaid.  It is not 

sufficient to keep a copy on computer.   

□ 

 

 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

Configuration Manual 
 

Tze Yeng Chong 

X21231869 

 
 

 

1 Introduction 

This configuration manual provides detailed information on the system setup, software, and 

hardware specifications, as well as the steps involved in implementing the Research Project: 

“Unravelling Cryptocurrency and Stock Market Dynamics: Predictive Models and 

Macroeconomic Implications”.  

Google Colab is chosen as the development environment, the submitted CSV files and 

Jupyter notebooks can be viewed on the author’s Github profile: https://github.com/NCI-

tyc/ResearchProject.git 

 

2 System Configuration 

2.1 Hardware 

• Model: Asus Vivobook, 500GB 

• Processor: 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 

• RAM: 8 GB 

2.2 Software 

• Valid Gmail account for access to Google products, particularly Google Drive. 

• Google Colab, a cloud based Jupyter notebook environment. 

 

3 Project Development 

This project utilises the Knowledge Discovery in Database (KDD) approach to accomplish its 

research objectives. KDD is employed to extract knowledge from the data. The process 

encompasses various stages, including data collection, preprocessing, transformation, data 

mining, pattern interpretation, and knowledge representation.  

https://github.com/NCI-tyc/ResearchProject.git
https://github.com/NCI-tyc/ResearchProject.git
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3.1 Google Colab 

The Google Colab environment is utilised to conduct the experiments. To utilise Google 

Colab, it is necessary to have access to Google Drive, which in turn requires a valid Gmail 

account. Upon navigating to the provided URL, a code will be displayed, which can be 

utilised to gain authorisation for utilising Google Drive for the purpose of mounting files and 

data. Python 3 notebooks were utilised for all experiments. 

3.2 Data Collection 

• Step 1: Download the S&P Cryptocurrency Broad Digital Market Index data from the 

official site (https://www.spglobal.com/spdji/en/indices/digital-assets/sp-

cryptocurrency-broad-digital-market-index/#overview). The maximum time span is 

selected and data is downloaded into an excel file, which is then converted into a CSV 

file. 

 

• Step 2: Download the S&P500 and exchange rates data from Yahoo Finance using 

yfinance package on Python.  

 

https://www.spglobal.com/spdji/en/indices/digital-assets/sp-cryptocurrency-broad-digital-market-index/#overview
https://www.spglobal.com/spdji/en/indices/digital-assets/sp-cryptocurrency-broad-digital-market-index/#overview
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• Step 3: Download short-term interest rates and inflation data from FRED. The 

inflation data is upscaled from monthly to daily frequency. 

 

 

• Step 4: Similarly, the Economic Policy Uncertainty Index data is downloaded and 

saved into a CSV file from its official site 

(https://www.policyuncertainty.com/us_monthly.html). The monthly data is then 

upscaled to daily frequency. 

 

• Step 5: Merge all the variables into a single dataframe and save into a CSV file. 
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3.3 Diagnostics Checking 

• Simple OLS regression: 

 

• Check for Multicollinearity: 

 

• Check for Autocorrelation: 

 

• Check for Heteroscedasticity: 
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• Check for Normality: 

 

• Stationarity Check (Augmented Dicker-Fuller test): 
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4 Modelling 

In this project, the data underwent analysis with a variety of libraries apart from the 

aforementioned ‘yfinance’ package. The use of data processing libraries and machine 

learning methods for diverse data analysis purposes was undertaken. The absence of the 

library below may result in the program's failure to function.  
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4.1 Cointegration Tests 

As the first objective of this project, a series of cointegration tests is used to examine the 

relationship of cryptocurrency and the stock market. We have employed the Johansen 

Cointegration test, cointegration rank, Engle-Granger test, Vector Error Correction Model 

(VECM) and compared the metrics to confirm the established connection between the 

markets.  

 

• First, the ‘Crypto’ and ‘SP500’ are transformed into natural log and plotted against 

each other.  

• A separate stationary test is conducted on the indices and detrended to be used in the 

cointegration tests, especially the VECM. 

4.2 ARIMA Model 

• Step 1: The data was split into testing (10%) and training (90%) sets. 

 

• Step 2: An auto ARIMA is then used to determine the optimal order of the ARIMA 

model. 
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• Step 3: Once the best model is determined, we then fit the model and plot the fitted 

results. 

 

 

 

• Step 4: We will then perform model evaluation on the selected metrics to compare the 

performance of each model. 
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4.3 Vector Auto-Regressive (VAR) model 

• Step 1: Test and train split. 

 

• Step 2: Build the VAR model and determine the lowest AIC. After the preferred AIC 

is selected, we will then fit the model. 

 

 

• Step 3: The selected VAR model will then be used to forecast with the training 

dataset. 

 

 

• Step 4: Final prediction on the actual dataset is conducted. Here, we try to predict 10 

days with the fitted model. We are now using the whole dataset to feed the model with 

the predetermined lags. 
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• Step 5: Plot the forecasted values and observe the trends. 

 

• Step 6: Model evaluation is performed. 
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4.4 LSTM Model 

• Step 1: Scaling the 'Crypto_returns' data using a MinMaxScaler transforms the data 

values into a range between 0 and 1. This scaling ensures that the LSTM model 

processes the data with improved stability and quicker convergence. 
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• Step 2: Train and test split. 

 

• Step 3: Building the LSTM model. Here, we set the look-back window into 10 days. 

The ‘TimeseriesGenerator’ creates sequences of data with the specified look-back 

window and batch size, enabling the model to learn temporal patterns in the data. 
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• Step 4: Plot the test predictions. 

 

• Step 5: Perform model evaluation. 
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4.5 Naïve Model 

• Step 1: Create a naïve forecast based on the same training and testing data we used for 

the LSTM model and convert it into numeric values for evaluation. 

 

• Step 2: Generate the naïve forecast that is based on 1 lag. 

 

• Step 3: Perform model evaluation. 
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4.6 Random Forest Regression Model 

The random forest model was used to determine the significant macroeconomic variables. 

• Step 1: We first define the variables considered in the features importance analysis. 

 

• Step 2: Train and test split. 

 

• Step 3: Building the model by setting the random state to 1, then we will feed the 

training data to the random forest algorithm for it to map patterns and decision trees. 

 

 

• Step 4: Getting the features importances. The importances are set into a range 

between 0 and 1, with closer to 0 meaning less significant and closer to 1 meaning 

more significant. 
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