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1 Environment Setup

The studies were conducted in a Google Colab environment (Bisong and Bisong (2019))
utilizing a Jupyter Notebook (Kluyver et al. (2016)) and the Python programming lan-
guage(Sanner et al. (1999)). Table 2 shows the various tools used with their purpose.

Sl. No. Tools and Technologies Purpose
1 Microsoft Excel For the purpose of storing

and retrieving Taiwanese
bankruptcy data in CSV

format
2 Google Colaboratory Free, cloud-based Jupyter

notebook for collaborative
Python programming and

experimentation
3 Jupyter Notebook To implement Python

Codes
4 Python For carrying out a

high-level coding task for
machine learning

Table 1: Various Tools and Technologies, and Purpose

Following Python Packages were used

Name Description
Pandas Data processing
Numpy Linear algebra with features

Seaborn, Pyplot and Matplotlib Data Visualization
Sci-kit learn For Data pre-processing and model

implementation
Imbalanced learn For Data resampling and ensemble model

implementation

Table 2: Various Tools and Technologies, and Purpose
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2 Data Analysis

2.1 Data Upload

The data was collected in CSV format as shown below

Figure 1: Data in Excel

2.2 Checking for null values and duplicates

It’s crucial to check if there are any missing values in the dataset as this can degrade the
model quality. Also, checking for duplicates is an important phase. The steps include

Step 1: df.info() gives the null value information Step 2: df.duplicated() gives number
of duplicates values.

2.3 Feature Selection

The features were chosen using Pearson’s correlation co-efficients as shown below. This
create a set of features by dropping highly correlated independent variables. Based on
the literature, it is found that > |0.7| is assumed to be strong correlation (Dormann et al.
(2013)).

2.4 Data Normalization

All the variables were scaled using min-max scaler and standard scaler as shown below.

2.5 Dimensionality Reduction

Principal Component Analysis (PCA) is a widely used technique for reducing the dimen-
sionality of high-dimensional data while preserving as much variance as possible (Abdi
and Williams (2010)). It entails converting the initial variables into a new collection of
uncorrelated variables (principal components) that account for the majority of the vari-
ability in the data. In this study, the top 8 principal components accounted for 99% of
the variation in the dataset.

2.6 Train and Test Split

Splitting data into training and test set are important as they will be used to train and
evaluate the models. The 70% of the data were used to train the model while 30% to
test the model using stratified sampling strategy.
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Figure 2: Correlation Between a Few Variables

Figure 3: Scaling
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Figure 4: PCA

2.7 Resampling

As the data is biased towards non-bankrupt events, the resampling strategies including
Synthetic Minority Oversampling Technique (SMOTE) (Chawla et al. (2002); Smiti and
Soui (2020)), Random Oversampling (ROS) (Mohammed et al. (2020)), and Random
Undersampling (RUS) (Wang and Liu (2021); Liu et al. (2008)) have been implemented.
The SMOTE and Over-sampling created new data points for minority class, i.e., class
with bankruptcy events.
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