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Introduction 

The objective of this document is to give a machine learning-based project overview. 
The explanation provides a brief description of the dataset, pre-processing 
procedures, modeling algorithms, and outcome analysis. 

System Requirements 

The next sections go into detail about the exact hardware and software requirements for the 
project. 
 

12.1 Hardware Requirements 
 

The required hardware specifications are displayed in Figure 1 below. 64-bit Windows 10 

with 8GB of RAM, 256GB of storage, and a 24" display. 

 

22.1 Software Requirements  

• Google Colab Notebook 

• Python (Version 3.9.6) 

 

32.1 Code Execution  

Go to your respective Gmail account and select the drive. The given figure.1 shows 

the process to open a Google Colab notebook. The web browser displays the 

system's folder structure and navigates to the folder containing the code file. Run 

each cell by launching the relevant code file from the folder. 
 

 
 

5 Data Collection 

The bellow given link is the source to the Kaggle data repository. 

https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud 

Figure: 1 

https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud


 

6 Data Preprocessing  

A list of all the Python libraries required to complete the project is shown in Figure 2. 

 

 
      

 

Figure 3 and figure 4 show to read a CSV file using the Pandas library and data 
types of 31 feature columns. 

 
 

   

Figure: 2 Necessary Python Libraries 

Figure:3 Read a csv file 



 
 

 

 

Figure.5 shows 10 records with 31 features. 

 

 
 

 

Figure: 4 Details about Datatypes 

                              Figure: 5 Number of Features 



To check is there any Null values exists in the given dataset! 

                                    

 
 

 

 

The dataset has two classes as Genuine and Fraud labels. Figure 7 shows the 

number of class counts. 

 

 
                                                                                                

 

Figure: 6 Check Null values 

 



Figure.8 shows the visualization of target class labels. It shows 99.8% are Genuine 

cases and 0.2% is Fraud cases.  

 

 
                                               

 

5 Feature Selection 

The discussion below shows the process to remove most of the correlated features. 

5.1 Heat Map 

The given figure 9 and Figure 10 show the use of Heatmap and the Correlation 

matrix to select features that are relevant to create a Machine learning model.  

 

 
 

 

 
 

Figure: 8 Pie chart 

Figure: 9 Use of seaborn 

library 

Figure:10 Heat Map 



Figure 11 shows the number of features deleted from the dataset out of 31 features. 

 

 
                                                                                                           

 

6 Feature Scaling 

Figure 12 shows the result of Standardizing the feature “Amount”. 

 

 
     

 

7 Machine Learning models with the unbalanced dataset 

 

7.1  GaussianNB 

 

Figure 13 shows the GaussianNB model the Figure 14 shows the output of 

Recall, Precision, and Accuracy scores. 

 

 

 

Figure:11 Dropped Feature 

list 

Figure.12 Scaling feature 



 

    

 

 

 

7.2   Logistic regression 

 

The results of the logistic regression model are displayed in Figures 15 and 16. 

          Figure: 13 GaussianNB model 

Figure: 14 Precision, Accuracy, Recall scores 



 

 

 

 

7.3  RandomForest Classifier 

 

The results of the Random Forest model are displayed in Figures 17 and 18. 

Figure.15 Logistic Regression 

Figure: 16 Precision, Accuracy, Recall scores 



 
     

 

 
 

 

 

7.4   SVM 

The SVM model and its accuracy scores are shown in Figures 19 and 20. 

 

Figure: 17 Precision, Accuracy and Recall 

scores 

Figure: 18 Precision, Accuracy and Recall scores 



 
 

 

 
  

 

7.5   XG Boost Classifier 

The results of the XGBoost classifier model are displayed in Figures 21 and 22. 

 

 
                                                                                                               

      Figure:19 SVM Model 

Figure: 20 Precision, Accuracy and Recall 

scores 

Figure: 21 XGBoost classifier 



 
 

 

7.6   AdaBoost Classifier 

AdaBoost classifier model and scores are shown in Figures 23 and 24. 

 

 

Figure: 22 Precision, Accuracy and Recall 

scores 

Figure:23 AdaBoost classifier 



 

 

8 Class imbalance issue with SMOTE method 

Figure 25 shows the application of SMOTE method.  

 

 

 

8.1   Logistic Regression 

 

The Regression model with a balanced dataset is shown in Figures 26 and 27, 

along with the model's results. 

Figure: 24 Precision, Accuracy and Recall 

scores 

Figure:25 SMOTE method to train and test 

dataset. 



 

 

 

 

 

8.2   GaussianNB Classifier 

GaussianNB classifier and its scores are displayed in Figures 28 and 29. 

Figure:26 Logistic Regression model 

Figure:27 Precision, Accuracy and Recall 

scores 



 

 

 

 

 

8.3  Random Forest Classifier 

Figure 30 and Figure 31 show the Random Forest classifier and its scores. 

 

 

Figure: 28 GaussianNB classifier 

Figure:29 Precision, Accuracy and Recall 

scores 



 

 

 

 

8.4  Support vector Machine classifier 

Figure: 32 and Figure 33 show the SVM classifier model and its scores. 

 

 

Figure: 31 Precision, Accuracy and Recall scores 

Figure: 30 GaussianNB classifier 

Figure:32 SVM classifier 



 

 

8.5 XG Boost Classifier 

The results of the XGBoost classifier are shown in Figures 34 and 35. 

 

 

 

 

Figure:33 Precision, Accuracy and Recall 

scores 

Figure:34 XGBoost classifier 

Figure:35 Precision, Accuracy and Recall scores 



8.6   AdaBoostClassifier 

 AdaBoost classifier is shown in Figures 36 and 37 together with its results. 

 

 

 

 

 

 

  

9 Model Results 

 

9.1  Scores for Imbalanced Dataset 

Figure:36 AdaBoost classifier 

Figure:37 Precision, Accuracy and Recall scores 



Model Precision 

Class 0     Class 1  

Recall 

Class 0     Class 1 

Accuracy 

LogisticRegression 

 

1 0.80 1 0.56 
0.99 

GaussianNB  1 0.08 0.98 0.84 0.98 

RandomForest 1 0.84 1 0.74 0.99 

SVM 1 0.01 0.90 0.88 0.91 

XGBoost 1 0.89 1 0.76 0.99 

AdaBoost 

 

1 0.70 1 0.70 0.99 

 

9.2  Scores for Balanced Dataset 

Model Precision 

Class 0     Class 1  

Recall 

Class 0     Class 1 

Accuracy 

LogisticRegression 

 

1 0.05 0.97 0.88 
0.97 

GaussianNB  1 0.07 0.98 0.85 0.98 

RandomForest 1 0.20 0.99 0.85 0.99 

SVM 1 0.01 0.85 0.93 0.85 

XGBoost 1 0.15 0.99 0.85 0.99 

AdaBoost 

 

1 0.05 0.98 0.88 0.98 

 

9.3  Comparison of scores for balanced and imbalanced datasets 

Comparing results for both cases, the result shows RandomForest and Boosting 

algorithms always give a good accuracy score. Class 0 is the label for Genuine 

cases and class 1 is the label for Fraud cases. Comparing result RandomForest: for 

the Imbalanced dataset the recall value of Fraud cases is 0.74 while for the 

balanced dataset, the recall value became 0.85 and the accuracy score remains the 

same as 0.99. It shows the Recall value has increased as compared to 0.74 after 

applying SMOTE method. Through this, we can compare the result for the rest of 

the methods. 
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