
 
 

 
 
 
 
 
 
 
 
 
 

 

Configuration Manual 
 
 
 
 

 

MSc Research Project 
 

Programme Name 
 
 

 

Nwabuogoh Anne Alu 
 

Student ID: x22115871 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Brian Byrne 



 

 

National College of Ireland 

MSc Project Submission Sheet 

School of Computing 

 

Student 

Name: 

Nwabuogoh Anne Alu 

…….…………………………………………………………………………… 

 

Student ID: 

x22115871 

………………………………………………………………………………… 

 

Programme: 

MSc Fintech 

……………………………………………… 

 

Year: 

2023 

………………………….. 

 

Module: 

MSc Research Project 

………………………………………………………………………………… 

 

Lecturer: 

Brian Byrne 

………………………………………………………………………………… 

Submission 

Due Date: 

     14/08/2023 

………………………………………………………………………………… 

 

Project 

Title: 

Configuration Manual 

………………………………………………………………………………… 

Word 

Count: 

1322 

……………………………………… Page Count: ……13………………… 
 

I hereby certify that the information contained in this (my submission) is information pertaining to 

research I conducted for this project.  All information other than my own contribution will be fully 

referenced and listed in the relevant bibliography section at the rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are required to use the 

Referencing Standard specified in the report template.  To use other author's written or electronic 

work is illegal (plagiarism) and may result in disciplinary action. 

 
Signature: 

 

……………………………………………………………………………………………………………… 

 
Date: 

 

……………………………………………………………………………………………………………… 

 
PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 

□ 

Attach a Moodle submission receipt of the online project submission, to 

each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both for 

your own reference and in case a project is lost or mislaid.  It is not sufficient 

to keep a copy on computer.   

□ 

 

Assignments that are submitted to the Programme Coordinator Office must be placed into the 

assignment box located outside the office. 

 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

 
 

Configuration Manual 
 

Nwabuogoh Anne Alu 

Student ID: x22115871 

 
 
 

1 Overview 
This guide outlines the implementation details, including system specifications, required 

software, tools, and environmental prerequisites, essential for conducting the research project 

focused on evaluating machine learning algorithms in payment card fraud detection. The 

primary objective of this documentation is to elucidate the technical execution of the project, 

ensuring experiment reproducibility and facilitating a comprehensive understanding of the 

undertaken work. 

 

2 System Specification 

Spec Name Spec Value 

Operating System Microsoft Windows 11 Pro 

RAM 16.0 GB 

Processor 
11th Gen Intel(R) Core(TM) i7-1195G7 @ 2.90GHz, 2918 Mhz, 

Quad Core 

Disk Space 500 GB SSD 

System Type Dell XPS 13 9310 

Table 1: system requirements 

3 Software Tools 
The project code implementation was carried out using Google Colab, which is a cloud-based 

IDE and the programming language of choice was Python. Table 2 contains the details of the 

development environment. 

Spec Name Spec Value 

Operating System Linux 

RAM 16.0 GB 
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Processor Intel(R) Xeon(R) CPU @ 2.20GHz, Dual Core 

Disk Space 107 GB 

Runtime Programming Language Python 3.10.12 

Browser Google Chrome, version 114.0.5735.134 

Table 2: software requirements 

4 Data Source 
The dataset used for this research was gotten from Kaggle, it was a synthetic one, generated 

using a simulator developed by Brandon Harris. Due to computational resource restraints, 

only a sample of the data was used, the link to the complete dataset is here. The data was then 

loaded into Colab using the Pandas package as shown in figure 1. 

 
Figure 1: Reading data into Pandas Data-freame 

5 Software Libraries 
To carry out this research, several Python libraries needed to be installed and imported into 

Colab, some the packages include SKlearn, Numpy, imblearn, and Pandas. The breakdown of 

all the libraries used can be seen in figure 2. 

 
Figure 2: Installed Python Packages 

https://www.kaggle.com/datasets/kartik2112/fraud-detection
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6 Data Preprocessing 
This section details the steps carried out prior to the model implementation, after reading the 

data, the data was then cleaned and transformed.  

1. Check datatypes of columns. 

 

2. Check for missing data and duplicates. 

 

Figure 3: Checking for missing data. 

3. Transform the datatypes of columns for feature engineering. The features ‘dob’, 

‘trans_date_trans_time’ and ‘unix_time’ were converted to datetime columns and the 

‘gender’ column was converted to Boolean values of 0 and 1. Also, the columns ‘zip’ 

and ‘cc_num’ were converted to string objects as shown in figure 4. 
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Figure 4: Data transformation 

7 Data Exploration 
This section contains the steps carried out for exploratory data analysis (EDA). The 

relationship among the variables was explored and their relationship with the target variable 
(isFraud). 

1. Figure 5 shows a chart of the distribution of fraudulent transactions by shopping 

categories. 

 
Figure 5: Code and Result of fraudulent transactions vs shopping category 

2. The pattern of fraudulent transactions by amount was also explored as seen in figure 6 

below. 

 
Figure 6: Distribution of fraudulent transactions by amount 
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3. Figure 7 depicts how the card holders gender affect the fraudulent transactions. 

 
Figure 7: Gender vs isFraud 

4. An exploration of fraudulent transactions by age can be seen in figure 8. 

 
Figure 8: Exploration of fraudulent transactions by age. 
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8 Feature Engineering 
Feature engineering was carried out on the dataset, to create new variables that may enhance 
the performance of the models. The variables generated include ‘age, ‘hour’, ‘week_day’ , 

‘month’, ‘cust_merc_lat_dist’ and ‘cust_merc_long_dist’. 

 
Figure 9: Feature Engineering 

9 Feature Selection 
Based on the EDA and feature engineering carried out, the final features selected for the 

model building was determined and can be seen in figure 10. 

 
Figure 10: feature selection. 

10 Split Data into Train and Test Dataframes 
The section contains the steps carried out to split the data into test and training sets to be used 

for training and testing the models. 

 
Figure 11: Split Data. 

 

11 Class Imbalance 

 
Figure 12: handling class imbalance 

To handle the class imbalance on the target class, the hybrid technique SMOTE-ENN was 

used as shown in figure 12. The distributions of fraudulent transaction before the resampling 

and after the resampling can also be seen in figure 12. Balancing was applied solely to the 
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training data, as it forms the basis for model construction. Balancing the test data is 

unnecessary, as the test data's role is to emulate the model's performance in a real-world 

scenario, where imbalanced credit card fraud datasets are prevalent. 

12 Helper Methods 
To avoid repetition of code, some helper methods were created to help with generating model 

evaluation results. 

 
Figure 13: Helper Methods 
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13 Model Implementation and Evaluation 
The models were implemented using the Keras and Sklearn Python libraries, and the results 

were computed using sklearn.metrics library. The following sections highlight each of the 

models’ implementation. 

13.1 Logistic Regression 
Figure 14 and 15 show the code snippet for hyperparameter tuning and model building for the logistic 
regression model. 

 
Figure 14: hyperparameter tuning for Logistic Regression 

 

  
Figure 15: Optimized Logistic Regression model 

13.2 Random Forest 

The random forest model was built with default parameters, as shown in figure 16. 

 
Figure 16: Random forest model 

13.3 LightGBM 

Prior to training the model, randomized 3-fold cross validation was performed to optimize the 

hyperparameters (figure 14) after which the selected hyperparameters were applied to the 

model. 
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Figure 17: hyperparameter tuning for LGBM 

 

 
Figure 18: Optimized LGBM model 

13.4 XGBoost 

The model’s hyperparameters were manually selected and used to train the model, the figure 

below shows the code used to build the model. 

 
Figure 19: Extreme Gradient Boosting Model 

13.5 Deep Learning Models (Multilayer Perceptron and LSTM) 

 
Figure 20: MLP model training 
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Figure 21: LSTM model training 

The keras package was used to build this model and the hyperparameters were chosen 

manually, figures 20 and 21 show the code required to build the models. 

13.6 Model Evaluation 

The model’s evaluation implementation were similar, the same metrics were used to assess 

the performance of each of the models, the metrics computed include Precision Recall, F1-

Score, Geometric Mean, MCC and PR-AUC receiver operating characteristics. Figure 22 

shows the code used to evaluate the performance of the XGBoost model, with the help of the 

helper methods described in figure 13.  

 
Figure 22: model evaluation for XGBoost model 

the code above computes the classification report, the model accuracy, pr-auc curve and 

confusion matrix, as seen in figures 23 and 24. 
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Figure 23: classification report for XGBoost model 

 

 
Figure 24: XGBoost model evaluation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


