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A critical analysis of machine learning algorithms for 

detecting Distributed Denial of Service attacks  
 

Catherine Stack 

Student ID: x20178573 

 
 
 

1 Introduction  
 

This configuration manual provides an overview of the hardware and software 

used during the implementation of this research project and also the requirements 

needed to implement and run the research project.  The manual then outlines details 

involved in the data pre-processing, construction of data subsets, training the machine 

learning models and finally testing the models.  Also contained in the manual are 

some python snippets of code used during the development and analysis phases of the 

research project.  The evaluation section outlines the of the results of the findings 

from the work on: “A critical analysis of Machine Learning Algorithms for detecting 

Distributed Denial of Service attacks” 

The results show that out of the five ML algorithms assessed, Random Forest, and 

K-Nearest Neighbour satisfied the problem statement goal of predicting 95% or 

greater accuracy. The Random Forest classifier performed the best overall with a 

99% accuracy followed by K-NN with 96% accuracy. Logistic Regression 

performing least favourably with a 50% accuracy with Naïve Bayes and Decision 

Tree having an 85% and 92% respective accuracy percentage rates.  Training time on 

the other hand had the Random Forest classification model perform poor with a time 

of 422ms recorded which was many times slower than that of all of the other 

classification models with KNN perform the quickest with 15.6ms and the remaining 

having a time of 31.2ms each.  

 

 

 

2 System Configuration 
 

The system hardware and the software that were used during the project research 

was of personal use and these are as follows: 

 

2.1 Hardware Configuration 

 

 •  Operating system: Windows 10 Home 
 •  Processor: Intel i5-7300 CPU @ 2.60GHz 
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 •  System Type: 64-bit operating system, x64-based processor 
 •  Hard Disk: Hybrid (256GB SSD + 1 TB HDD) 
 •  Installed physical memory RAM: 16GB 
 

2.2 Software Configurations: 

 
Table 1. Software tools specifications 

Software/Tools Version Details 

Python 3.9.12 To develop the model python is used in this project. 

Anaconda 

Navigator 

1.9.0 It is windows suitable platform that allows users computations, package 

management and model deployments. 64 bit 

NumPy 1.19.5 It is an open-source tools used to perform complex mathematical 

problems in data.  

Sci-Kit Learn 0.24.1 It is the library which is utilized for problems such as Classification, 

Regression as well as for data pre-processing. (scikit-learn: machine 

learning in Python — scikit-learn 0.24.2 documentation, 2021) 

 

The Jupyter configuration of default memory resource allocation available on my 

environment was not sufficient for the initial loading of the datasets.  This required the 

available memory to be increased so that the initial datafile “final_dataset.csv”.  I updated the 

memory resource allocation from 2GB to 10GB. This is detailed in section 4. 

 

 

3 Download and Implementation 
 

This is a step-by-step guide to the run the project in any windows system. 

 

1. Download and install Anaconda Navigator software 

In this section the step-by-step guide is mentioned to run the project in any windows 

system. 1. Download and Install Anaconda Software in windows system.[1]  

 

2. After download and install, go to start and go to Anaconda on the start menu and from 

there choose Anaconda command prompt.  
3.  Once open type ‘jupyter notebook’ 

 

 
 

4. If the Anaconda notebook interface doesn’t open in the default browser, open any 

browser and type http://localhost:8888/ as directed the logs on the anaconda command 

prompt: 

 

http://localhost:8888/
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5. From there navigate to the downloaded directory holding the project. (E.g. 

C:\Users\xxxx\Desktop\X20178573\X20178573\).  

 

This directory holds the jupyter files: 

 

• X20178573.ipynb and  

• x20178573_Main.ipynb 

 

Also in this directory is the smaller processed dataset .csv file processed_dataset.csv).     

 

Note - The initial dataset csv file (final_dataset.csv) was too large to include in this 

directory.  The dataset can be downloaded from 

"https://www.kaggle.com/datasets/devendra416/ddos-

datasets?select=ddos_balanced/final_dataset/csv" 

 

If downloading and importing the original dataset (final_dataset.csv) then the default 

memory allocation for Juypter will need to be increased from 3.2GB to approx. 16GB. 

This is done by the following altering the property NotebookApp.max_buffer_size in 

the file jupyter_notebook_config.p.  

 

 
See Appendix 1 for details 

 

 

6. The first jupyter notebook file is X20178573.ipynb and holds the initial dataset 

import, data cleaning and pre-processing python code. 

The file x20178573_Main.ipynb holds the classification model training and testing 

code. 

 

 

3.1 Dataset 

The dataset used in this study is an opensource dataset available on the Kaggle 

dataset repository website. It consists of an amalgamation of DDoS traffic extracted 

from three different Canadian Institute for Cybersecurity (CIC) datasets 

• CIC DoS dataset(2016) : https://www.unb.ca/cic/datasets/dos-dataset.html;   

• CSE-CIC-IDS2018-AWS: https://www.unb.ca/cic/datasets/ids-2017.html;  

• CICIDS2017: https://www.unb.ca/cic/datasets/ids-2018.html 

https://www.unb.ca/cic/datasets/ids-2017.html
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4 Configuration and Exceution:  
 

This research project implementation used the Python programming language on the 

Jupyter notebook platform utilising packages such as NumPy, pandas, Sklearn, Matplotlib, 

and Seaborn libraries.  The hardware environment was ran on 64bit Windows operating 

system running Intel i5-7300 CPU and 16GB RAM.   

Initial raw file imported and converting it to more readable format – 

final_dataset.csv 

 

 
 

The configuration of the default memory resource allocation available on my 

environment was not sufficient for the initial loading of the datasets.  This required 

the available memory to be increased so this had to be increased from 2GB to 10GB 

for the final_dataset.csv to be read in.  See Appendix 1 for details 

 



 

5 
 

 

Classified as Confidential 

 
The size of the dataset file is 6.1 GB containing 12,794,627 observations and 83 

columns.  Due to hardware limitations, the dataset had to be reduced as the original 

volume of data was too large to process any of the classification models.  

 

4.1 Data Pre-processing and feature extraction 

 
Processing the data to a readable format for the classification models. Sample of checking 

for null values: 
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Then high correlation features were checked for in order to perform the feature selection.  

Pearson's correlation coefficient was used to see measure of strength of association. The use of 

scatter plots and graph analysis were also used to identify correlated features. 

The below code snippets outline the display of correlated features and the removal of 

some of those features. 
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Once the data was pre-processed a subset of the dataset was saved out to a smaller csv 

file. The new smaller file name below is ‘processed_dataset.csv’.  The subset consists of 

4000 benign and 4000 DDoS observations randomly selected so that the smaller dataset is 

manageable for processing due to hardware limitations. 

 

 
 

 
 

 
This new smaller dataset will be used for the classification model training and testing.  

 

 

5 Implementation 
 

The file x20178573_Main.ipynb  consists of the splitting of the dataset into train and test 

datasets with 80% and 20% respectively. 

Splitting the data set then into train and test datasets.  
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After the splitting the classification models are fit and tested one at a time. 

The Decision Tree classifier as a sample. 

 
 

Testing for evaluation metrics:  

 
 

 
The Naïve Bayes classifier sample 
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Confusion Matrix for Naïve Bayes test sample 

 

 
 

Classification report for the Naïve Bayes test sample  
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Model Execution Time: 
The best time performer was KNN outperforming Naïve Bayes, Logistic 

Regression and Decision Tree by 50% taking 15.6ms over 31.2ms CPU time for each 

of the other three models.   However, the poorest performer of training time lay with 

the Random Forest model taking 422.0ms CPU time which is substantially more than 

any of the other models and this is much more notable in the Figure 8 graph. 

 

 

 Naive Bayes  
K-nearest 
neighbour 

Logistic 
Regression 

Decision 
Tree   

Random 
Forest Average 

CPU Time (ms) 31.20 15.60 31.20 31.20 422.00 106.24 

Wall Time (ms) 20.00 35.00 31.30 26.00 433.00 109.06 

Average 0.851 0.985 0.462 0.913 0.998   

 

 

References 
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Appendix 1 
 

The original dataset (final_dataset.csv) will be too large for the default memory allocation 

for Juypter and thus the memory allocation will need to be increased from 3.2GB to approx. 

16GB. This is done by the following altering the property NotebookApp.max_buffer_size in 

the file jupyter_notebook_config.py.   

On the Anaconda command prompt: 

1) Generate Config file using command: jupyter notebook --generate-config 

2) Open jupyter_notebook_config.py file situated inside 'jupyter' directory and edit the 

following property:  

NotebookApp.max_buffer_size = your desired value 

Remember to remove the '#' before the property value. 

3) Save the file  

In the command prompt run jupyter notebook and it should now utilize the set memory 

value.  

 


