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1 Introduction 
The hardware and the software which are used in this research project have been described in 

this manual. The code which has been written for this project is explained here step by step. 

 

2 Hardware and Software Used: 
 

To implement fake review detection the following hardware and software have been used. The 

python version used is 3.7. The experiment was carried out in the Google colab with a Gmail 

account. The dataset used here is a publicly available dataset 

 

Hardware Details. 

 
 

Software Details 

 

IDE PROGRAMMING 
LANGUAGE 

FRAMEWORK/LIBRARY GPU TYPE Number 

of GPU 

Google 
Colab(trail 
version) 

Python SimpleTransformer, 
HuggingFace Transformer, 
Sklearn,Pandas,Numpy,PyTorch, 
PYABSA 

Used the trial 

version GPU         

Persistence-

M 

1 
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3 Dataset 
 

The Dataset used in this project is in the format of CSV. The original reviews are derived from 

the Amazon customer and the fake review created based on these reviews using the GPT. There 

are totally four columns Category, Label, Rating, and Text. The Label and the text are 

important columns that are used for this detection. 

 

4 Implementation 
In the Colab, change the runtime setting to make use of the GPU provided by the google 

colab. 

 

 

4.1 Installing the required libraries 

The Simpletransformer, Seaborn, and Matplot libraries were installed for the implementation 

of the transformer models and visualization. 
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Once these libraries are installed they are imported. 
 

 
 

 

4.2 Importing the data set and storing it in the data frame. 

The Dataset has been imported and stored in the  Dataframe. 

 

4.3 Data Pre-processing phase 

In this, null checks, the URL, Special character, and duplicates are checked. In this dataset, 

there is only one duplicate value that has been removed. The URL and Special character are 

replaced with the Space character(Salminen et al., 2022). 
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4.4 Dropping the Unnecessary columns. 

The columns which are not useful for this prediction have been dropped. 

 
 

4.5 Encoding the category variable 

The category variable (Label columns) has been encoded and stored in the data frame. 

 
 

4.6 Distribution of label column. 

The label column contains an equal amount of fake reviews and original reviews. 
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4.7 Splitting the Dataset 

The text and the label columns are stored in separate dependent and independent variables x 

and y respectively. After that, the data will be split into test and training sets. 

 

4.8 Importing the Simple transformer library 

 

The transformer models are imported and the Epoch, training values are set. 

 
 

4.9  Importing the transformer model(DEBERTA) 

 

The DeBERTa model has been imported from the transformer model. 

 

4.10 Fine-tuning the model 

The model is finetuned with the training data. 
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4.11 Prediction and evaluation 

The model evaluation and prediction have been done. 

 
 
 

4.12 Results 

 
 

5  Analysing the Aspect of the reviews 

5.1  Importing the library.  
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5.2 Finding the aspects and sentiment. 

Passing the data into the aspect extractor and soring the results in the ate pec result variable. 

 
 

5.3  Results 

Results show the sentiment present in the sentence and its aspect and its sentiments. 

For example  

In this sentence "Dog loves it but don’t know what the quality is. I will not buy it again ." 

The aspect is Dog and the quality. The first part of the sentence is positive and the second 

part of the sentence is negative which is predicted by the model correctly. 
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