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Abstract 

 

 

The customer posts their reviews of a product on social media platforms and on e-

commerce platforms about a product. These reviews can be read by other customers who 

are also willing to buy the product. Getting an idea about a product before buying it is 

good for the customers. But some people or organizations in order to promote their 

products start posting fake positive reviews. Similarly, to demote their opponent’s 

business they post fake negative reviews. This can misguide the customer’s purchase 

decisions. Several researchers previously addressed this issue using machine learning and 

deep learning models. The transformer model like BERT, RoBERTa, and DeBERTa are 

used. A novel classifier DeBERTa has been explored in this research. The results show 

that the DeBERTa model outperforms the BERT and ROBERTA models and has achieved 

an F1 score of 93% 
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1 Introduction 
 

1.1 Background & Motivation 
 

The customers have been used to refer to the reviews posted by other customers before 

purchasing any products on the e-commerce platforms. Referring to reviews posted by other 

customers gives new customers an idea about a product they intend to buy. The report shows 

the decision to buy a product or not buy a product depends on how many positive reviews and 

negative reviews a product has. Some of the spammers make use of this and started to spam 

their opinion in favor of the sellers to gain some monetary benefits from the sellers. This is 

referred to as Opinion Spamming(Hai et al., 2016).  

 

This has become a social concern now as customer mindsets can be changed based the fake 

reviews. These actions by the spammers can be misleading customers by promoting or 

demoting products unfairly to the customers. The motivation behind these fake reviews could 

be, the manufacturers can pay the reviewers to promote a product to the customers even though 

the quality of the product was not good. The other scenario can be the sellers or marketers who 

would want to deliberately bring down the reputation of their opponent’s market. Also, a report 

shows that the percentage of fake reviews has increased from 5% in 2006 to 20% in 2013(Hai 

et al., 2016). Considering all these points makes this an important issue that has to be 

analyzed(Kim et al., 2021) further with the latest advancements. 

 

Fake reviews have been first analysed by (Jindal & Liu, 2008). Deceptive review analysis has been 

considered a classification problem. To detect fake reviews logistic regression has been used. 

Similarly, several machine learning and deep learning algorithm have been used for analyzing 

fake reviews(Elmurngi and Gherbi, 2017). Several machine learning models like Naïve 

Bayes(NB), Support Vector Machine (SVM), and K-Nearest Neighbour (KNN) were used to 

find fake reviews. The SVM algorithm outperforms all the models in analyzing fake reviews. 

The drawback of using machine learning models for this analysis is that extracting the features 

is difficult. To improve accuracy deep learning models have been used for detecting fake 

reviews. 

 

Some of the deep learning models like Long short-term memory (LSTM), Convolutional 

Neural Networks (CNN), and Recurrent Neural Network(RNN) has been used by several 

researchers for analysis of fake reviews. These deep learning models can be used directly or 

can be ensembled with each other. The CNN-LSTM is a model proposed by (Alsubari et al., 

2021), this model has been applied to the different standard fake review datasets for analysing 

the fake reviews in the in-domain and cross-domain. The LSTM model is combined with CNN 

to analyze the contextual information from the texts. The algorithms like CNNLSTM-FABC 

have been used by (Jacob and Selvi Rajendran, 2022) to detect deceptive reviews. Using CNN 

and LSTM, Fuzzy artificial bee colony (FABC) a hybrid model has been introduced , and 
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performs better than other hybrid models. The drawback of using deep learning models is they 

can be used for large datasets and the doesn’t provide any computation parallelly.  

To overcome this disadvantage the transformer models have been introduced. Transformer 

models are also considered pre-trained models which are already with a huge dataset and also 

work in analysing the texts in both directions. Some of the transformer models like BERT. 

RoBERTa and DISTILBERT have been previously used in analyzing fake reviews. Among 

them, the RoBERTa model performed well(Gupta et al., 2021). 

 

Several natural language processing models have been used by researchers to analyse text and 

fake reviews. These models can be used for analyzing the sentiments present in the texts and 

also can be used for classification, this is termed sentiment analysis. Sentiment analysis falls 

at the intersection of Information retrieval, Natural language processing, and machine learning. 

It is the process of analysing the sentiments in the text and finding whether the given text or 

sentence is positive, negative, or neutral. Similarly, the process of analyzing the aspects present 

in the text or sentence is called aspect sentiment analysis(Mowlaei et al., 2020). This research 

deals DeBERTa model (novel transformer model) has been explored in for analysing the fake 

reviews and aspects present in it. The Disentangled mechanism in the DeBERTa model has 

helped it to perform better than the BERT and RoBERTa models in some benchmark 

datasets(He et al., 2020). 

                         
                                                           Figure 1: Aspect-Based Sentiment analysis. 

 

1.2 Research Question & Objective 
 

1.2.1 Research Question 

What degree of effectiveness does the DeBERTa model provides in improving the 

classification of fake reviews, and analyzing the aspects present in it when compared to BERT 

and RoBERTa models. 

 

1.2.2 Research Objective & Contribution. 
 

In this research, the DeBERTa model which is not yet been explored. 

 Data Pre-processing has been done. 

 The F1 score and the accuracy of analysing the fake reviews have been compared 

between the BERT, RoBERTa, and DeBERTa models. 

 The DeBERTa model has been used for analyzing the aspects present in the reviews. 

 

1.3 Structure of the Paper 
 

The structure of this research report is as follows. The related works section follows, and it 

offers information on earlier studies that were carried out to analyze fraudulent reviews. The 

Methodology section consists of the project overviews section which briefs about the 

techniques and data used. The project's implementation details are discussed in detail in the 
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next part, which is followed by the results section. The conclusion and future work are 

described in the end. 

2 Related Work 
 

This section of the paper discusses the literature reviews on detecting fake reviews in 

chronological order. This section gives an overview of how deceptive reviews are detected 

using different techniques (Machine Learning, Deep Learning, and Transformer models ) and 

addresses the limitation and pros present in those papers. 

 

2.1 Detecting Fake Reviews using Machine learning (ML) and Deep 

learning(DL) 

The first fake review detection was done (Jindal and Liu, 2008) with machine learning models 

like naïve bayesian algorithm, SVM, and Logistic regression has been used. Out of these 

algorithms, Logistic regression performed better. The limitation here in this research was it 

was very hard to distinguish between fake and real reviews, so they considered the duplicates 

as fake. Similarly, several machine learning algorithms have been used in fake reviews 

analysis. (Hassan and Islam, 2020) have used ML models like logistic regression, SVM, and 

Naïve Bayes classifier among these the SVM classifier has given an accuracy of 88.75%. The 

drawback here is small dataset had been for the analysis. 

 

The Machine Learning classifier algorithms are used for detecting fake reviews. Models like 

SVM, Naïve Bayes, Decision tree, and Logistic regression have been used among them the 

SVM performed better than the other models. The limitation here is dataset is imbalanced and 

TF IDF is the only feature extraction technique used (Khan et al., 2021). 

 

To find fake reviews ML classifiers like BAE(Bootstrap aggregate ensembles ), K-Nearest 

Neighbour KNN, random forest, neural network, and logistic regression have been used by 

(Lee et al., 2022)Linguistic Inquiry and Word Count (LIWC) is the pre-processing technique 

for extracting linguistic features. The dataset used in this experiment belongs to yelp so the 

performance of the classifier decreases other domains or sites. Taking into account these 

negative aspects like not being able to analyze different domain data and extracting the features 

from machine learning algorithms, researchers started to use deep learning models to find fake 

reviews. Several researchers use the models like LSTM(Long-short term memory), 

CNN(Convolutional Neural Network), and RNN (Recurrent Neural Network) for finding 

deceptive reviews. 

 

A novel approach called hierarchical attention architecture has been introduced to find the 

deceptive reviews. It has two components combined together one is the convolutional structure 

and the other is the Bi-LSTM (Bidirectional Long-short term memory). The convolution 

network works along with word2sent-level to extract the information. The Bi-LSTM and 

Sent2Doc-level are used for context extraction. The proposed model performed better than the 

machine learning models. The drawback here is the model is trained with labelled data so 

predicting the unable data is not possible (Liu et al., 2022). 
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The hybrid model which is a combination of CNN (Convolutional Neural Network) and RNN 

(Recurrent Neural Network) was built to improve the accuracy of fake review detection. This 

model helps to capture the sequential information in the text. Two different datasets have been 

used in this analysis FA-KES and ISOT also the hybrid model is compared with several 

machine learning algorithms like linear regression, KNN, CNN, and RNN, a   Decision Tree 

among these algorithms the CNN-RNN performed better (Nasir et al., 2021). 

2.2 Detecting Fake Reviews using Transformer models. 

 

The deep learning model needs a huge dataset for training the models and also requires more 

computational power. Understanding the meaning of the text in these models is hard. To 

overcome these the transformer models have been introduced. The Transformer models can 

also be used for the dominant sequence transduction problems. This model contains an 

additional feature encoder and decoder along with an attention feature. Two translation tasks 

have been done using the transformer model techniques which have produced a better BLEU 

of 28.4 which is 2 BLEU (Bilingual Evaluation Understudy)  more than the other deep learning 

models. The features like parallelization and less time consumption make this model very 

powerful and the fixed length content is considered a disadvantage here (Vaswani et al., 2017). 

 

With the base of the transformer models, several pre-trained models have also been developed 

like BERT (Bidirectional encoder Representation). Using the BERT model, the content present 

in the text can be analyzed in both directions. As these models are already pretrained one output 

layer can be added at the end to achieve good results in the natural language processing tasks. 

With the help of the Masked Language Model (MLM), bi-directionality is achieved in 

analyzing the texts (Devlin et al., 2019). Several researchers have used the BERT model for 

classification problems and finding the text’s polarity. For finding the polarity of the reviews 

in the IMDB dataset (Abdul et al., 2019)  used the BERT model. This model has achieved an 

F1 score of 89% in finding the polarity in the reviews(Abdul et al., 2019).  

 

The length of the reviews may vary. In some of the reviews, the reviews may be shorter in 

some the reviews are longer. Extracting the feature from the shorter text is difficult. To extract 

the feature (Hu et al., 2022) have proposed research using the BERT model. The mental 

features of the reviewers have been analyzed to find the feature from the short texts. Several 

machine-learning algorithms like Support vector machines and deep learning models like 

concurrent neural networks and recurrent neural networks have been used for comparison with 

the BERT models. The usage of the mental features of the reviewers improves the accuracy of 

predicting fake reviews with short texts. BERT does a better job of combining the mental 

features with the short texts when compared to other models. The drawback of this method is 

the inference factor can change based on different domains. 

 

Similarly, the classification of the helpful and unhelpful reviews is done using the transformer 

models. Different bag of words classifier like SVM, KNN, and NB has been compared with 

the BERT model in this experiment The TFIDF method is used for extracting the feature from 

the text after that the input is passed to the machine learning models. The results show that the 

BERT model performed better in analyzing fake reviews. The dataset used is extracted from 

yelp reviews. The limitation of this approach is that the dataset used does not contain the 

varying length of the text and other BERT-based models are not explored. 
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To analyze fake reviews (Kim et al., 2021) have proposed a novel approach called YONG (You 

only need Gold) which is an assisting tool along with the reviewer’s behavior. The following 

are considered as the indicator for finding the fake reviews model decision, probability, and 

evidence. The output predicted by the model whether the given review is fake or not is called 

the model decision. Probability indicates the SoftMax value which shows how confident the 

model is in predicting the values. The Evidence indicates based on what factor/word the 

reviews are classified as fake or real. Several comparisons of the F1_score and the accuracy of 

the different models have been done like BERT and other conventional machine learning 

algorithms SVM, FFN, CNN, and LSTM. Also, the performance of the BERT model based on 

the with and without indicators has been done. The BERT model performed better when 

compared to conventional models and similarly, the BERT produced good results when the 

tools are used for the prediction. 

 

To identify fake news (Karande et al., 2021) have used several deep-learning models like 

LSTM, Bi-LSTM, and CNN with different embedding models. First glove embedding, glove 

embedding with attention mechanism, and BERT embedding has been used. Among them, the 

BERT embedding has performed better than the other models. Similarly, the BERT classifier 

has also been used for analyzing the fake reviews it performed better than the machine learning 

models. 

 

RoBERTa is also a pre-trained model which has been built on the basis of transformer models 

and BERT. (Liu et al., 2019) considers that BERT models are less trained and the amount of 

pre-trained data which are used in the BERT model can be increased to get more accurate 

results. The RoBERTa model performed better than the BERT model and the best result are 

achieved in the SQUAD and GLUE datasets with less finetuning. 

 

The  new architectural model to boost the Transformer models' performance. The DeBERTa 

model outperforms the BERT and RoBERTa models because it utilizes the disentangled 

attention technique. Each word is characterized as a vector, where both its content and position 

are encoded. The weights for the content and positioning of the words are calculated using the 

disentangled matrices. Additionally, it has an improved masked decoder. An improved 

adversarial strategy is offered to help fine-tune the model and will result in better outcomes. 

When applied to the   SuperGlue Dataset, the DeBERTa model outperformed the BERT and 

RoBERTa models (He et al., 2020). 

2.3 Detecting Fake Reviews using BERT, ROBERTA, ALBERT (Multiple 

transformer models). 

 

For classifying Covid-19 fake news on Twitter (Qasim et al., 2022) used several transformer 

models. In this experiment transformer models like BERT-base, BERT-large, RoBERTa-base, 

RoBERTa-large, DistilBERT, XLM-RoBERTa-base, ALBERT-base-v2, Electra-small, 

BART-large have been used. Two different datasets have been used in this experiment COVID-

19 fake news dataset and  COVID-19 English tweet dataset, and the extremist-non-extremist 

dataset. For the fake news covid-19, RoBERTa-large has performed better than the other 

model. For the Covid-19 English tweet dataset, Bart-large performed better. 

The transformer models have also been  used for analyzing fake reviews. The transfer models 

like BERT are considered the state-of-the-art approach for analyzing fake reviews. The dataset 

used in this experiment is collected from yelp reviews. The distribution of the values dataset 

between fake and original reviews is 60% and 40 %. Several transformer models like BERT, 

RoBERTa, DistillBERTa, and AlBERT have been used here. Before fine-tuning the reviews 
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into the model the pre-processing steps are followed to remove the punctuation, remove the 

URL, and so on. The results show that the RoBERTa model has achieved good accuracy in 

detection of the fake reviews than the other transformer models (Gupta et al., 2021). 

2.4 Detecting Aspects in Fake Reviews  

To find the aspects present in the text (Hoang et al., n.d.) used the BERT model. To find the 

text aspect which does not belong to the same domain the BERT model is fine-tuned with 

additional text and sentence pair classification. The out-of-domain aspect analysis is done on 

the SemEval dataset. Three types of aspect analysis have been done in this one aspect category 

classifier, sentiment classifier, and both of them combined. The aspect classifier is trained with 

labeled data related and unrelated. The relation between the aspect and reviews is used for the 

sentiment classifier. Both the sentiment are fed into the combined classifier for analyzing the 

aspect. The combined classifier performed better than other models and achieved better scores. 

 

Customer review sentiment and aspects have been examined using four different models. The 

Naive Bayes method, BERT, Support vector machine, and LSTM are the models used in the 

research  (Geetha and Karthika Renuka, 2021). The feature is the additional part that is needed 

to find the sentiment and aspects present in the reviews using the Naïve Bayes, SVM models 

in the small dataset. LSTM performs better than the traditional algorithms but cannot be 

considered fully bidirectional. Being able to analyze the text in both ways sets the BERT model 

apart from the other models. This enables the BERT model to generate cutting-edge text 

classification outcomes. Before fine-tuning, a number of pre-processing procedures such as 

canonicalization and tokenization were performed. 

 

In order to demonstrate how the detachment of the position and content vectors can benefit the 

performance of the ABSA tasks, this research uses a disentangled attention mechanism for 

sentiment analysis. Position and content are different from one another in a somewhat similar 

way to how syntactic and semantic spaces are separated, with position referring solely to the 

text's ordering feature and leaving other syntax features. The ABSA-DEBERTA achieved an 

F1 score of 81.39 when compared to other models like BERT-SPC, LCF-BERT, and BAT. 

 

3 Research Methodology 
 
This research uses the Knowledge discovery Databases (KDD) methodology. This helps in 
identifying trends in data from large-volume datasets. The methods, data, and approaches 
selected for this research on deceptive reviews are covered in detail in the section that follows. 

3.1 Project Overview 

 The pre-trained models based on transformers are used to analyze fraudulent reviews. 
For this research, models like BERT, RoBERTa, DeBERTa, and have been picked. 

 
 Microsoft has proposed a brand-new architecture called DeBERTa. It was constructed 

with BERT architecture. 
 

 DeBERTa (Decoding-enhanced BERT with Disentangled Attention) model 
outperforms other transformer models because it includes features like disentangled 
attention and an advanced masked decoder. 

 
 The dataset that has been selected for this proposal will be divided into a training set 

and a test set.  
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 To detect the misguided reviews and real reviews in the dataset and analyze the aspects 

existing in the dataset, the Transformer models will be trained or fine-tuned using the 
training set. 

 Using evaluation measures like F1 score, recall, and precision, the effectiveness of the 
transformer models BERT, RoBERTa, DeBERTa, and AlBERT must be compared. 

3.2 Data Understanding 

The dataset used for this project consists of 2.5k deceptive reviews and 2.5K original 

reviews. This dataset is the publicly available dataset. The original reviews are fetched from 

amazon customer reviews. The deceptive reviews are created with the help of models such as 

GPT and ULFIT. Most recently this dataset has been created and has not been analyzed or 

used in any of the research to the best of my knowledge(Salminen et al., 2022). 

3.3 Data Processing 

Data pre-processing is done initially before feeding the data into the models. The elimination 

of null and duplicate values has been carried out. Characters like punctuation, numbers, stop 

words removal and URLs have been removed. The processing of tokenization was performed 

by the models applied in the dataset as it contains the inbuilt tokenizer in it.  

3.4 Data Modelling 

The BERT model is built based on the transformer model’s feature like parallelization and 

bidirectional making the BERT model better than the deep learning models and machine 

models This research exploits how the novel pre-trained model DeBERTa, can be used for 

analysing the fake reviews. The characteristic of the DeBERTa model like the disentangled 

attention mechanism has made it more powerful than the BERT and RoBERTa model. This 

DeBERTa model has been used for analysing the aspects and its performance has been 

compared with BERT and RoBERTa. 

 

4 Design Specification  

 
 

  Figure 2: Model Architecture. 

 

The details of this architecture have been explained in section 5. This section covers the details 

of the Transformer models like BERT, RoBERTa, and DeBERTa. 
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4.1 Transformer model. 

Since the deep learning models struggle in parallelization to overcome this issue the 

transformer models are utilized. The transformer model performs sequence transduction by 

establishing a connection between the encoder and the decoder via the attention mechanism. 

Numerous translation outcomes demonstrate that these models allow parallelization and 

produce good results despite having had such a short training period. The transformer model 

has 6 encoders and 6 decoders. A feed-forward neural network and a self-attention layer are 

present in each encoder. A third layer known as encoder-decoder attention is included in the 

decoder along with the same other two layers like the encoder. To convert the word into a 

vector the word embedding layer has been utilized. This embedded value will be passed up till 

the last encoder. This model can also incorporate multiple-head self-atte9ntion, which can 

enhance NLU task performance. In order to determine the following predicted probabilities, 

the obtained self-attention matrices will be supplied to the decoder output to the SoftMax. The 

transformer model performs better than the other models for translation tasks(Vaswani et al., 

2017). 

4.2 BERT 

Based on the transformer's encoder architecture, the BERT (Bidirectional encoder 

Representation from Transformer) model was created This model is bidirectional, and pre-

trained from the unlabelled text. Fine-tuning the BERT model with an output layer can give 

the best results. BERT has the capacity to comprehend the context of the words in a 

bidirectional manner with the aid of the masked language mode. The BERT model has 

enhanced both the task at the sentence level and the token level. The BERT model tokenizes 

the words using word piece tokens. There are two main types of BERT, BERT Base, and BERT 

Large. The BERT Base has 12 Transformer blocks (L), a hidden size of 768 (H), and 12 

attention heads (A) with a total of 110M parameters. BERT Large (24 Transformer blocks(L), 

1024 hidden size(H), and 16 total parameters(A)) has 340M parameters in total. The BERT 

model is assisted in comprehending the context of the sentence by features like Masked 

language modeling, Next sentence prediction, and pre-trained nature(Devlin et al., 2019; 

Vaswani et al., 2017). Since the BERT model contains these types of features so this model 

has been used in this research. 

4.3 RoBERTA 

According to (Liu et al., 2019),the BERT model is undertrained, and an upgraded model termed 

the RoBERTa model has been developed (Robustly optimized BERT). This model outperforms 

the BERT model because it was pre-trained effectively using better pre-training procedures. 

When compared to BERT, the RoBERTa model now has four additional modifications. A huge 

amount of information is used to train the RoBERTa model for more time. The long series of 

data was used for its training. The Next sentence prediction feature is no longer available. The 

BERT model uses a single static mask.Training data was duplicated ten times, resulting 

in being masked ten different ways throughout the training of 40 epochs. This was done to 

prevent utilizing the same mask for each and every training instance in every epoch. So to 

overcome this the dynamic changing mask pattern has been used.The RoBERTa was developed 

using the BERT model and these four improvements produced good results in GLUE and 

MNLI datasets. A total of 160 GB of data is used for the pre-training of the RoBERTa model, 

which uses five different corpora from diverse streams. It used byte-pair encoding for 

tokenization for dynamically masking the tokens. In light of this, the RoBERTa model will be 

used in this study to categorize opinion spamming 
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4.4 DeBERTa 

Decoding-enhanced BERT with disentangled attention is a powerful new strategy that has been 

put out (He et al., 2020). On Considering the tasks involving natural language processing, this 

model outperforms the RoBERTa and BERT model. To enhance the performance of this model 

in text analysis, two new features have been introduced. They have improved the mask decoder 

and disentangled the attention mechanism. A brand-new adversarial tuning technique has been 

implemented to fine-tune the model. 

 

Disentangled attention 

DeBERTa is pre-trained utilizing masked language modeling(MLM)., the same as BERT. 

MLM is a fill-in-the-blank challenge where a model is trained to predict the masked word from 

the words around the token. A single vector will be utilized in the BERT model to capture both 

the location and content of a word. In contrast, the DeBERTa model represents the position 

and the content using two vectors. To get the weight for these vectors, the disentangled matrix 

is used. This demonstrates how the word's position and meaning are taken into account when 

determining the attention weight. 

Enhanced mask decoder 

Prior to the softmax layer, DeBERTa model offers the absolute word position embedding 

technique to decode the masked word. The position and the word's context-based embedding 

were utilized for the masking. The absolute position is present in the input layer of the BERT 

model. The relative position is present in the transformer model for the DeBERTa model. The 

relative position acts as the important term for decoding the text whereas the absolute position 

is considered as the additional feature. 

Scale-invariant fine-tuning 

Adversarial training techniques are applied to fine-tune the model to enhance the 

generalization. The approach used to normalize the word embeddings and transform them 

into a stochastic vector is called scale-invariant fine tuning (SiFT).  It achieves better results 

than the other models like BERT and ROBERTA models while performing on the 

BenchMark dataset, such as SuperGlue, is taken into consideration. 
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5 Implementation 
In this section, the step-by-step approach of how the project is implemented has been explained 

in detail. 

IDE PROGRAMMING 
LANGUAGE 

FRAMEWORK/LIBRARY GPU TYPE Number 

of GPU 

Google 
Colab(trail 
version) 

Python SimpleTransformer, 
HuggingFace Transformer, 
Sklearn, 
Pandas, Numpy,PYTorch,PYABSA 

Used the trial 

version GPU         

Persistence-

M 

1 

 
Table 1: Configuration 

 

Data processing phase: 

The dataset used for this experiment is publicly available. The dataset contains almost equal of 

amount fake reviews and original reviews. 2.5K fake reviews and 2.5K original reviews. The 

original reviews are extracted from amazon. The format of the dataset is CSV, which is 

uploaded in the colab and it is converted as the data frame using panda’s library. Initially, the 

dataset consists of five columns out of those columns only two columns are required for 

analyzing the fake text column and label column. The extra columns have been dropped. In the 

next step, the label column contains information about the reviews whether it is fake or original. 

This column has been encoded and categorized as 0 and 1. 0 represents the fake reviews and 1 

represents the original reviews. Then the dataset has been split into the train set and the test set. 

In the 70:30 ratio, data-cleaning activities like duplication removal, URL removal, and null 

values removal have been performed this dataset does not contain any null values. 

 

Once the data pre-processing and the splitting is the done the data is now loaded into the 

transformer models. The training set has been passed initially to the models like BERT, 

ROBERTA and, DEBERTA. The simple transformer model has been used for this research. 

This model takes the hugging face library as the base and runs on top of it. Using the hugging 

face library the pre-trained model like BERT, ROBERTA and DEBERTA API can be called 

and used for several NLP tasks. The simple transformer makes it easy to access these APIs and 

fine-tune the model with required data and perform the NLP task.In this research project, the 

simple transformer is used to get the transformer model the model has been fine-tuned with the 

review spam dataset. Different types of transformer models API has been called using the 

simple transformer to carry out this experiment. 
 

6 Evaluation 
This section discusses the performance of the transformer models like BERT, ROBERTA, 

and DeBERTa for deceptive review classification. 

 

Precision: Less false positives should be produced by an effective deceptive analysis model. 

The model's dependability will suffer if the false positive rate is large. The precision 

measures how many fake reviews rightfully belong to the fake reviews. 

 

Recall: The recall score indicates whether all the relevant fake reviews are retrieved. The 

number of fake reviews that are predicted by a model to the entire count of fake reviews that 

were predicted. To maintain a good recall score the model should not predict the original 

review as fake. The recall is therefore regarded as the best and most crucial metric that must 

be taken into account for identifying the fake reviews model. 
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F1_Score: The F1_score can be obtained by combining the precision with the recall. The total 

ability of the deceptive review model can be measured using this.  

6.1 Experiment / Case Study 1 

The first experiment deals with the result of the BERT model (BERT-base-uncased). The 

BERT model has an inbuilt tokenizer for tokenizing the text this is called a word-piece 

tokenizer. The BERT model is trained with different epochs like 3,2,1. The model produces 

the best F1 score of 93% and an accuracy of 93% in the 3rd epoch. The model was trained 

with a learning rate of 1e-4 to reduce overfitting. The max sequence length value has been 

assigned to 128. The Adam epsilon is kept as 1e-8 and the Training batch size is eight. The 

performance of the BERT started to reduce when we trained with the 4 epochs. 
 

MODEL 

BERT 

Epoch =3 Precision  recall F1 Score  Support  

 0 0.93 0.93 0.93 515 

 1 0.93 0.93 0.93 485 

      

 accuracy   0.93 1000 

 Macro avg 0.93 0.93 0.93 1000 

 Weighted 

avg 

0.93 0.93 0.93 1000 

   

  Table 2: BERT WITH EPOCH 3 

 

 
 

MODEL 

BERT 

Epoch =2 Precision  recall F1 Score  Support  

 0 0.90 0.94 0.92 519 

 1 0.93 0.89 0.91 481 

      

 Accuracy   0.91 1000 

 Macro avg 0.91 0.91 0.91 1000 

 Weight avg 0.91 0.91 0.91 1000 
 

Table 3: BERT WITH EPOCH 2 
 

MODEL 

BERT 

Epoch =1 Precision  recall F1 Score  Support  

 0 0.93 0.90 0.91 525 

 1 0.89 0.92 0.90 475 

      

 accuracy   0.91 1000 

 Macro avg 0.91 0.91 0.91 1000 

 Weight avg 0.91 0.91 0.91 1000 
  

 Table 4: BERT WITH EPOCH 1 
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MODEL 

BERT 

Epoch =4 Precision  recall F1 Score  Support  

 0 0.89 0.97 0.93 506 

 1 0.96 0.88 0.92 494 

      

 accuracy   0.93 1000 

 Macro avg 0.93 0.93 0.93 1000 

 Weighte 

avg 

0.93 0.93 0.93 1000 

 
 Table 5: BERT WITH EPOCH 4 

6.2 Experiment / Case Study 2 

The RoBERTa model has been used for the second experiment. The Byte-Pair-Encoding 

tokenizer. The training rate is kept as same as the BERT model as 8. The max sequence rate 

is 128. The learning rate here is 1e-4. RoBERTa model does not perform well in this dataset. 

It has achieved the maximum F1 score and accuracy of 68% and 35%. 

MODEL 

RoBERTa 

 

Epoch =3 Precision  recall F1 Score  Support  

 0 0.52 0.1 0.68 516 

 1 0.0 0.0 0.00 484 

      

 accuracy   0.52 1000 

 Macro avg 0.26 0.50 0.34 1000 

 Weight avg 0.27 0.52 0.35 1000 

Table 6: RoBERTa WITH EPOCH 3 

 

MODEL 

RoBERTa 

 

Epoch =2 Precision  recall F1 Score  Support  

 0 0.51 1.0 0.68 511 

 1 0.0 0.0 0.00 489 

      

 accuracy   0.51 1000 

 Macro avg 0.26 0.50 0.34 1000 

 Weighted 

avg 

0.26 0.51 0.35 1000 

Table 7: RoBERTa WITH EPOCH 2 

 

 

MODEL 

RoBERTa 

 

Epoch =1 Precision  recall F1 Score  Support  

 0 0.50 1.0 0.67 499 

 1 0.0 0.0 0.00 501 

      

 accuracy   0.50 1000 

 Macro avg 0.25 0.50 0.33 1000 
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 Weight avg 0.25 0.50 0.33 1000 

Table 8: RoBERTa WITH EPOCH 1 

6.3 Experiment / Case Study 3 

The DeBERTa model uses the Byte-level Byte pair encoding for tokenizing the text. The 

DeBERTa model performed better with 2 epochs and achieved an F1_score and accuracy of 

93%. The Training batch is the same as the other model and similarly, the learning rate and 

adam epsilon values were been kept as same for all three models. 

 

 

 

MODEL 

DeBERTa 

 

 

Epoch =3 Precision  recall F1 Score  Support  

 0 0.91 0.92 0.91 522 

 1 0.91 0.90 0.90 478 

      

 accuracy   0.91 1000 

 Macro avg 0.91 0.91 0.91 1000 

 Weight avg 0.91 0.91 0.91 1000 

Table 9: DeBERTa WITH EPOCH 3 

 

MODEL 

DeBERTa 

 

 

Epoch =2 Precision  recall F1 Score  Support  

 0 0.93 0.94 0.93 531 

 1 0.93 0.94 0.92 469 

      

 accuracy   0.93 1000 

 Macro avg 0.93 0.93 0.93 1000 

 Weight avg 0.93 0.93 0.93 1000 

Table 10: DeBERTa WITH EPOCH 2 

 

MODEL 

DeBERTa 

 

 

Epoch =1 Precision  recall F1 Score  Support  

 0 0.54 1.0 0.70 535 

 1 0.93 0.94 0.92 465 

      

 accuracy   0.54 1000 

 Macro avg 0.27 0.50 0.35 1000 

 Weight avg 0.29 0.54 0.37 1000 

 

Table 11: DeBERTa WITH EPOCH 1 
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6.4 Experiment / Case Study 4 

The library called PYABSA(Aspect based sentiment analysis) has been used for analysing the 

aspects present in the reviews. Once the dataset is split into the training and the test set. The 

test set data are fed into the ATEPC interface for finding the aspects and the sentiment present 

in the review. The comparison between the actual and predicted score for this aspect analysis 

is not done. But this framework gives the aspects present in the reviews and the sentiment 

present in it. This model is also built based on the DeBERTa model(Yang and Li, 2022). 

6.5 Discussion 
 

Totally four different types of experiments have been conducted in this research. The first three 

experiments are done using the transformer model like BERT, RoBERTa, and DeBERTa with 

different epochs. Among these, the DeBERTa model with 2 epochs has achieved an accuracy 

of 93% and is considered the best model for this dataset. The Second best model is the BERT 

model and RoBERTa model does not perform well with this dataset. In the fourth experiment, 

the aspect extraction and the sentiment extraction for these reviews were performed. While 

manually going through the detected aspects it clearly shows that most of the aspects and 

sentiments are extracted correctly but also in some of the cases the aspect extraction and 

sentiment extraction were not correct. 
 

7 Conclusion and Future Work 
The main idea of this research is to enhance the detection of fake reviews and aspects using the 

novel DeBERTa architecture. This research also compares the performance of the other models 

like BERT, and RoBERTa to the DeBERTa model. The result shows that the DeBERTa model 

has performed better than BERT and RoBERTa in classifying deceptive reviews. It has 

achieved an F1 score of 93% and an accuracy of 93 % in two epochs. Aspect and sentiment 

extraction is also done using DeBERTa. In the future, the same model can be used to find 

deceptive reviews in larger datasets, and also if any other new pre-trained model is introduced, 

they also are used along with the already existing model. 
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