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Skin Cancer Classification Using Convolution Neural
Network and Meta Learning

Siddharud Tevaramani
x21156549

Abstract

Skin cancer is a potentially fatal disease that can affect the entire body. There
are seven types of skin cancer, including the potentially deadly melanoma. Early
detection of skin cancer is crucial because delays in diagnosis can result in more
serious health consequences. In the past, researchers have used machine learning
algorithms to detect different types of skin cancer based on skin lesions. One such
experiment involved the use of a convolutional neural network and a meta-learning
technique. Highly imbalanced data is balanced by image augmentation, optimized
using adam optimizerand Model has been trained using highest number of epochs
by using early stopping and model checkpoint. Meta-learning is an evolving field
that has shown promising output in terms of few-shot training specially when data
availability is very low. In this study, multi-layer perceptron and random forest
trained with a meta-learner showed an accuracy of 80%, outperforming other models
that were tested.

1 Introduction

Skin cancer is a major global health concern, accounting for a significant proportion
of diagnoses and treatments worldwide. One type of skin cancer, melanoma, has seen
a sharp increase in incidence in the United States, with a 300% rise from 1998 to the
present day. This has spurred research into the causes and potential treatments for this
deadly disease(Barata and Marques; 2019). Early detection of cancer cells can greatly
reduce the fatality rate for many types of cancer. If left untreated, cancer cells can spread
throughout the body, leading to a higher likelihood of death. By detecting cancer at its
earliest stage, it is possible to reduce the fatality rate by up to 90%, emphasizing the
importance of early detection and intervention in the treatment of cancer.

The visual examination of skin lesions can be challenging due to the similarity between
different types of skin cancer. In the early days of dermatological image classification,
computers were used to help dermatologists gain a better understanding of skin lesions.
This computer-aided diagnosis allowed clinicians to make more accurate and consistent
decisions about the nature of a skin lesion. The ultimate goal of this approach is to
improve the accuracy and reliability of skin cancer diagnosis, helping clinicians to make
more informed treatment decisions (Höhn et al.; 2021) However, it faced two major
issues. One being insufficient data and another consumption of time in the processing
of the images (Alquran et al.; 2017). Later, the biopsy procedure was introduced to
help dermatologists determine the stage of a skin cancer lesion. This approach involves
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taking a sample of tissue from the lesion and examining it under a microscope to look for
cancer cells. While biopsy can provide valuable information, it is a tedious and expensive
procedure that may not always be feasible. As a result, alternative methods for detecting
and diagnosing skin cancer are under active investigation(Hoshyar et al.; 2011).

So it is imperative that technology that includes automatic detection and identification
becomes quick and efficient solution as there is more and more requirement of specialists in
dermatology, Inventing such technology would reduce or rather take out the dependencies.
Further, it can be advanced to an mobile application thereby helping every household
irrespective of their financial status.

The use of artificial intelligence in the early detection of skin cancer is possible. With
deep convolutional neural networks and metalearner, for example, skin cancer detection
systems may be developed using images of skin to identify abnormalities. Early detection
of skin cancer is critical for better treatment outcomes and a longer survival time. There
are several AI-based technologies in use for the diagnosis and classification of skin cancer,
and this study aims to identify them. These publications will also be examined in this
study for their reliability by comparing their data sets and diagnostic classifications to
the performance criteria used to evaluate their models and determining how reliable they
were. This will be a detailed analysis to come out with a solution of which is extensive
and detailed.

Meta learning, also known as ”learning to learn,” is a hot topic in the field of data
science research and development. It gained significant attention in 2017 and continues to
evolve. (Mai et al.; 2021). This paper approach is influenced by the recent advancements
in the field of meta-learning, a type of learning that is inspired by the way humans
and animals process information. In meta-learning, a model learns how to improve its
own learning ability by using a validation set as additional, ”meta” information. This
is similar to how humans and animals can adapt their learning strategies based on past
experiences and knowledge.

Convolutional neural networks (ConvNets or CNNs) are commonly used for image
classification tasks. In this research, the use of RGB color images and gray-level co-
occurrence matrix, combined with color moment features, is proposed to improve the
performance of a ConvNet for image classification. By incorporating these additional
features, the proposed model may be able to more effectively classify images compared
to using a ConvNet alone.

1.1 Research Question

To what extent can a meta learning algorithm combining CNN, GLCM and colour mo-
ments classify skin cancer?

1.2 Research Objectives

To provide the solution to the above research question following experiments were per-
formed.

• Develop methodology by going through various literature

• Examine the skin lesion images, pre-processing and making it ready for modeling

• Design CNN, meantime extract GLCM features and develop meta learner.
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• Comparison between the models built from CNN and Metalearner

1.3 Structure of the report

This research paper is designed section wise. Section 1 explains introduction, Section 2
walk through literature review which is again split into three parts. Section 3 talks about
methodology, Section 4 covers implementation. Section 5 discusses results and evaluation
and the last section 6 takes care of Conclusion and future work.

2 Related Work

In this section, various papers on the topic of skin cancer and machine learning are re-
viewed. Based on the findings of these papers, it is clear that there are many different
approaches to solving the problem of skin cancer detection using machine learning. How-
ever, this paper has selected and implemented the model that is most suited to the given
data set. The following section provides a detailed overview of the findings from the
literature survey.

2.1 Convolution Neural Network for Image Classification

(Sultana et al.; 2018) discusses the reasons why convolutional neural networks (CNNs) are
effective for image processing. The authors review the evolution of CNNs from LeNet-5
in 1998 to SENet in 2017. A typical CNN model consists of an input layer, followed by
one or more convolution and pooling layers, and then a fully connected layer at the end.
The convolution layer is the central part of the CNN, and it works by applying a kernel
(i.e., a filter) to small regions of the input image to detect features that are present in
those regions. The pooling layer then subsamples the convolved matrix using a method
such as max pooling or mean pooling. Finally, the fully connected layer takes the output
of the previous layers and combines them to produce the final output of the CNN. The
authors found that SENet models are effective at identifying discriminative features in
images.

As the Convolution Neural Network has been tried and tested for image processing,
authors of this paper mainly rely on this technique itself. However, they tried to tweak
the pre-processing thereby enhancing the performance. Initially they reduce the size of
the image to 224*224 pixels. Then they augment the images by selecting among various
options such as horizontal flip, zooming, rotation range, shear range, etc. Essentially
every subtle change in the image shape would give different outcome. Authors have
chosen rotation range of 90, shear range of 0.1, zoom range of 0.14 with horizontal flip.
Three distinct steps involved are extraction of feature, feature detection and classification.
Number of dropping neurons at each level has to be calculated to prevent overfitting. At
the end authors, compares proposed model with VGG-16 and VGG-19, where in proposed
CNN based model outperforms rest of the two models.(Rezaoana et al.; 2020)

(Jain et al.; 2021) examines the impact of quantity of training data and number of
epochs and their influence on accuracy of the classification. For balancing of the data set,
they augmented the images to match the each class as they found replication of images in
the dataset. In addition to replicating the images only in training dataset, they modeled
and compared all the six transfer learning techniques. To conclude, augmentation of the
images helped in increasing the dataset to 32,0000 and thereby balancing the dataset.
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Furthermore Xception Net gave good results compare to rest of the transfer learning
models.

This paper mainly concentrates on bringing a process that streamlines identifying
Melanoma type cancer, which is very much difficult to detect at early stages. For this,
authors used Convolution Neural Network having optiimized by Whale optimization, so
as to gain highest productivity. Dermquest and DermIS are used for evaluating the
performance. Later on they compared the results with various models including semi-
supervised models. They also considered applying this technique to openly available
images from dermoscopic agencies. Sensitivity they were able to achieve was 93.5% which
is significant rely on. (Zhang et al.; 2020)

Convolution Neural Networks(CNN) are used widely for hyper spectral image classi-
fication as CNNs are capable of learning features automatically, However, authors view
is that CNNs only fetches spatial information and it neglects spectral data. So to tackle
the issue writers propose multi-level Haar wavelet features fusion network (CNN-MHWF
2 N)(Guo et al.; 2022). 2 dimensional CNN generates spatial features and this gets
combined with Haar wavelet’s features to get features of both spectral and spatial.High
spectral image’s dimensions are reduced using factor analysis. Later 4 level decompos-
ition are obtained using the algorithm that is based on Haar wavelet decomposition.
Then, convolution layer of 4 is used to combine spatial and spectral information. Thus
having higher higher information overall. They also compare the performance with other
techniques and show that their method is superior.

To enrich the methodology being used in neural network design, (Huang et al.; 2020)
comes up with complex networks for CNN where in they attain this by modifying the
activation function. Authors implement this method mainly for magnetic resonance im-
ages of brain tumor cells. Authors start with building randomly generated graph, for this
they use three algorithms Erdos-Renyi(ER), Watts-Strongatz(WS) and Barabasi-Albert
(BA). Convert the randomly generated graph to directed acyclic graph based on index
order method, then node operation and edge operations are performed After this out-
put of the model. If the numbers are equal to determined module, then it forwards to
classifier creator where classifier and modules are combined, followed by generating the
network otherwise process repeats. With this model they were able to achieve accuracy
of 95.49% also test loss of the CNN complex based networks was less when compared to
ResNet, MobileNet and DenseNet.

(Sedigh et al.; 2019) presents a method for generating synthetic medical images using
a Generative Adversarial Network (GAN) to improve the performance of a Convolutional
Neural Network (CNN) in classifying skin cancer . The authors use the GAN to produce
synthetic skin cancer images to compensate for the lack of data in the primary database
used to train the CNN. The classification performance of the trained CNN without the
synthetic images is near 53%, but the performance is increased to 71% when the synthetic
images are added to the primary database. The authors evaluate the performance of the
proposed method on the International Skin Imaging Collaboration (ISIC) dataset.

(Naeem et al.; 2020) provided a systematic literature review of recent research on
melanoma classification using convolutional neural networks (CNNs). The study focuses
on binary classification of melanoma and compares the accuracies of various CNN classifi-
ers when tested on non-published datasets. The study also presents a proposed taxonomy
for melanoma detection and discusses the challenges and opportunities for further research
in the field.
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2.2 Evolution of Meta Learning

Meta learner is a machine learning approach that learns from past machine learning
approaches. Here they developed image processing recommendation algorithm using meta
learning technique(Aguiar et al.; 2019). Technology include two complex steps. First
major step includes modeling with meta-learning and then recommending with Meta-
Learning. In the first step, Image is fed through various machine learning algorithms and
then performance is evaluated, this details information becomes Meta Dataset where in
Image features, Algorithm used and evaluation metrics are included. This process creates
Meta-Model. Now in the 2nd step new image is fed to the system features are extracted
and then Meta model kicks in, compares the its database from its learned history and
then recommends best algorithms based on the image and then results into segmented
image. Authors only included ML based and Gradient based algorithms. As a future
work they are yet to explore on convolution neural networks.

Typical methodology starts with image processing, applying CNN method followed
by Meta classifier which is 1st stage ensembler and then followed by 2nd stage orthodox
ensemble techniques. Authors split 25,331 images into 95% training and 5% testing. One
peculiar character that played important role is white balance processing. They were
able to achieve 91% accuracy with ensemble technique compare to 87% from DenseNet121
which is a type of CNN. Authors tried their hands on cost adjustment approach and found
out that it could save time and provide flexibility compared to adjusting loss function of
CNN. (Lin and Lee; 2020)

(Fu et al.; 2021) uses a metalearner to improve the performance of a few-shot learning
model for synthetic aperture radar (SAR) image classification. The metalearner is trained
on a large dataset of SAR images and then used to train the few-shot learning model
on a small dataset of SAR images. This allows the model to learn more effectively from
the small dataset and improve its performance on the classification task. The authors
used three transfer learning techniques to address the challenges that metalearners may
encounter when learning from a small number of example images. Their approach resulted
in a 1.7% improvement in performance for one-shot learning and a 2.3% improvement for
five-shot learning.

(Fu et al.; 2019) presents a generalized few-shot object detection framework, called
Meta-SSD, based on meta-learning. The proposed framework consists of a meta-learner
and an object detector, and is able to learn general knowledge and fast adaptation
strategies across many tasks. The meta-learner teaches the object detector how to learn
from a few examples in just one updating step. The object detector in the framework is
the Single-Shot Multibox Detector (SSD), but the framework can theoretically be used
with any supervised learning detection model. The authors also construct a novel bench-
mark dataset for training and evaluating the proposed framework. Experiments show
that Meta-SSD has promising results for few-shot object detection.

(Xue and Yu; 2020) presents a model-agnostic metalearning-based text-driven visual
navigation model for unfamiliar tasks. The proposed navigation model uses meta-reinforcement
learning to accumulate navigation experience from existing tasks and environments, and
is able to quickly adapt to new tasks through a relatively small number of recursive
trials. The model also incorporates fully convolutional instance-aware semantic segment-
ation and Word2vec to improve learning efficiency and accuracy. The authors evaluate
the performance and generalization ability of the proposed model on the Matterport3D
dataset, and show that it outperforms other traditional navigation approaches.
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2.3 Background for this research

(Ali et al.; 2021) worked on categorizing benign and malignant skin lesions using deep
conventional neural network (DCNN). They also evaluated the DCNNmodel with transfer
learning models like AlexNet, VGG-16 etc. The accuracy they were able to get from
DCNN model was much higher than other deep learning models and this realistically took
less time. One of the challenging tasks in detecting cancer is having numerous images
in different sizes, shapes and angles. Authors tackled this by doing data transformation,
dimensionalality reduction, feature selection and cleaning. To overcome the over-fitting of
the data, researchers tested various data augmentation methods, such as mirroring, colour
shifting and mirroring. They concluded that DCNN models have higher classification rate
compared to transfer learning models.

The primary objective of (Allugunti; 2022) was to demonstrate a deep learning strategy
to properly diagnosing early-stage melanoma. In addition to the conventional non-
parametric machine learning strategy, they used deep learning (DL) in the deep layer
topologies of the convolutional neural network (CNN) algorithms. In order to evaluate
the effectiveness of a CNN classifier, they used the information that could be accessed at
https://dermnetnz.org/. CNN is the most widely used and successful approach of Deep
Learning for the processing of images as well. For CNN models, it is feasible to build a
link between the internal representation of pixel values and the two-dimensional matrix
representation of those values in the output. This may be done by using the matrix
representation of the values in the output. Finally, they developed Dense Conventional
Network model which gave good numbers in terms of performance.

(Sharma et al.; 2022) emphasize on usage of ConvNet and cascaded ensembled deep
learning models and they propose handcrafted features based multi-layer perceptron is
proposed. Through the help of ensembled deep learning model authors were able to
increase the accuracy by 15% when compared to orthodox CNN model. They cite that
colour of the image is very crucial in identifying benign and malignant cells. There are 6
colours which are alarming with respect to malignant cells. Authors create RGB channels
and calculate mean, standard deviation, skewness and kurtosis for each channels, which
will generate 12 moments altogether. Methodology includes, blending of coloured images
which are fed through CNN and handcrafted features such as colour moments that are
fed through Multi Layer Perception to generate fully connected layer followed by softmax
linear activation layer and proceeding for prediction.

3 Methodology

This study follows Knowledge Discovery in Database(KDD) for the flow of the process.
The main objective of the research study is to use images from the International Skin
Imaging Collaboration (ISIC) to identify and classify seven different types of skin cancers.

Figure. 1 shows the methodology diagram. It mainly highlights important steps
involved. Initial step starts with Database having the skin images dataset along with
meta data in the form of csv(Comma Separated Values). Later step involves extracting
RGB color image which are fed to convolution neural network and meanwhile extracting
Gray Level Co-occurrence Matrix. Then there are two ensemble methods to follow. One
is concatenation of previous steps and another is Metalearner to provide the final output.
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Figure 1: Architecture of the research
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3.1 Data Collection

Dataset is borrowed from International Skin Imaging Collaboration(ISIC) through Har-
vard dataverse for the purpose study and experiments. 1

It has 10,000 images of skin lesions split in two parts and has a Meta data that has
all the details of individual image such as Age, Gender, Localization of the skin patch etc
and is connected with the image with image ID. Table 3.1 shows all the variables that
meta data has.

Table 3.1 Dataset Details

Attribute Data Type
lesion id Int
image id Int
dx Cat
dx type Cat
age Int
sex Cat
localization Cat

’Lesion id’ is irrelevant for this study and ’image id’ is unique column and this im-
age id combines each image from 2 parts of image folder with the Meta Data csv. Next
column is ’dx’ which is target column and has seven categories namely ’bkl’, ’nv’, ’df’,
’mel’, ’vasc’, ’bcc’ and ’akiec’ which stands for ’Benign keratosis-like lesions’, ’Melano-
cytic nevi’, ’Dermatofibroma’, ’Melanoma’, ’Vascular lesions’, ’Basal cell carcinoma’ and
’Actinic keratoses’ respectively. Figure. 2 shows all seven types of cancer images.

The ’dx type’ variable has four categories and describes the source of cancer confirma-
tion. Half of the cases are confirmed through histopathology, some are confirmed through
follow-up examination, some through expert consensus, and the rest are confirmed by in-
vivo confocal microscopy. The ’Age’ column shows the patient’s age at the time of cancer
detection, while the ’sex’ column shows the patient’s gender. The ’localization’ column
shows where on the body the cancer was detected

1:https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/DBW86T
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Figure 2: Images of Skin Lesion Types

3.2 Exploratory Data Analysis

Exploring the data is an important first step that helps us to better understand it. This
often involves using various graphs and charts. During the analysis, researcher discovered
many insights that helped in the image processing.

Figure 3 shows the age distribution of the patient at the time of cancer detection.
It mostly follows normal distribution with minimal skewnewss. As shown in the histo-
gram, affected people are in the age bracket of 40 to 50. So chances skin lesion being
cancerous is more in the mid age compare to adulthood. Graph in figure 4 shows fre-
quency of classes where Melanocytic nevi has highest occurrence making the data highly
imbalanced. Balancing will be taken care in data pre-processing step.

Figure 3: Age Distri-
bution

Figure 4: Frequency
Distribution of Class

There is one more significant graph as shown in Figure. 5 which shows localization of
skin lesion based on the gender. Males are having more cancer lesions at the back where
as females have around lower extremity part which covers hip to toe. Scalp, Neck, Hand
and ears have less rate.
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Figure 5: Localization of disease over Gender

3.3 Data Pre-Processing

In this step, Image’s original resolution i.e. 600*450 is reduced to 224*224. Figure. 7
shows one of the examples. Reducing the resolution of images in deep learning helps
to speed up the training process, as lower resolution images require less computational
power to process. This can be especially useful when working with large datasets or
when training on hardware with limited resources. Additionally, reducing the resolution
of images can also help to prevent overfitting, by providing the model with less information
to learn from. This can help to improve the generalization of the model, and make it
more effective at making predictions on unseen data. (Dodge and Karam; 2016)

Figure 6: Reduced pixel size

Lesions have black corners which can hamper the colour dominance. There are several
ways to remove black corners from an image. One approach is to use image processing
techniques such as cropping or resizing to remove the black corners. Black corners are
removed by reducing the pixel size and removing margin. Figure 7 shows one such
example.

One major challenge in the given data is that it is highly imbalanced, with one of the
classes (Melanocytic Nevi) accounting for 70% of the data. There are several ways to
address this issue. One approach is to assign weights to the features in order to balance
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Figure 7: Black corner removal process

them. Another approach is to balance the data before starting the modeling process,
for example by oversampling the minority classes or undersampling the majority class.
These techniques can help improve the performance of the model and make it more
robust. Researcher takes latter approach, so that issue is solved at the first place. This
is done through image augmentation, where in all the classes are capped at 500. Down
scaling is done through randomly selecting 500 images using resample library and same
way up scaling is done by copying images randomly.

3.4 Feature Extraction

In this step, researcher check for colour dominance and extract them. In image processing,
the RGB colour model is often used as a representation of the colors in an image. Each
pixel in an image is represented by a combination of red, green, and blue values, which
determine the color of the pixel. The RGB color model is useful for image processing
because it allows for easy manipulation of individual color channels, which can be useful
for a variety of tasks such as color correction, colorization, and object recognition.

Color extraction is a common technique used in image processing. It involves identi-
fying and isolating specific colors from an image, which can be useful for tasks such as
object recognition and segmentation. There are many different techniques for color ex-
traction, such as thresholding, color space conversion, and clustering. These techniques
can be used to extract a single color from an image, or to extract multiple colors and
create a color palette (Ajmal et al.; 2018). Graph Figure 8 shows colour intensity graph
for one of the lesions.

Meanwhile gray level co-occurrence matrix is extracted. GLCM (Gray-Level Co-
occurrence Matrix) is a statistical method that is used to describe the texture of an
image. It is based on the concept of co-occurrence, which refers to the occurrence of
pairs of pixels with specific gray-level values in an image. GLCM features are a set of
statistical measurements that are calculated from the GLCM matrix, and they are used
to describe the texture of an image. Some common GLCM features include contrast,
correlation, energy, and homogeneity. These features can be useful for tasks such as
object recognition, classification, and segmentation. (Patel et al.; 2020)
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Figure 8: Colour Intensity Graph

3.5 Modeling

There are many different models that have been developed for skin cancer image classi-
fication. As seen in the literature section some of the most common approaches include
convolutional neural networks (CNNs), support vector machines (SVMs), and random
forests. For this study, ensemble technique will be incorporated. Initially images are
classified by Convolutional Neural Network and then another layer of Metalearner is
implemented.

3.6 Optimization & Evaluation

Evaluation will be done considering various graphs such as Accuracy and Loss are plotted
against Epochs. Then, Hyperparameter tuning by randomization is incorporated which
is a method for finding the optimal values for the hyperparameters of a machine learning
model. In this approach, random values are generated for the hyperparameters, and the
model is trained and evaluated using these values. The process is repeated multiple times,
and the hyperparameter values that result in the best performance are selected.

4 Implementation

In this paper, the author conducted a thorough literature review and identified two main
approaches to implement the ideas. The first approach is to use a well-known ConvNet
model, and the second approach is to improve the performance of this model using a
Metalearner. The author has discussed each of these approaches in more detail below.

4.1 Implementation with CNN

This convolutional neural network(CNN) uses the Keras library with the TensorFlow
backend. It is a relatively simple model with five convolutional layers and two dense layers.
The convolutional layers use a batch normalization step followed by a ReLU activation
function and a max pooling layer. The dense layers use a dropout regularization step
and a softmax activation function. The model is compiled using the Adam optimizer, the
categorical cross-entropy loss function, and four metrics: accuracy, F1 score, precision,
and recall. The model is trained using the Adam optimizer and an early stopping callback
to avoid overfitting. The model is trained on image data from a directory and is validated
using a validation split. The Adam optimizer is used with a learning rate of 0.00005 and
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default beta values. The epsilon value is set to 1e-3. These are set based on the literature
that mostly The model is compiled using the Adam optimizer and the categorical cross-
entropy loss function. The model is also evaluated using four metrics: accuracy, F1 score,
precision, and recall.

The code then trains the model using the fit() method. The model is trained using
the train generator and validated using the validation generator. The number of steps per
epoch is set to the number of samples in the training set divided by the batch size. The
number of validation steps is set to the number of samples in the validation set divided
by the batch size. The number of epochs is set to the value of the epochs variable, and
the training data is shuffled. The training process is monitored using two callbacks: early
stopping and model check pointing.

4.2 Implementation of Metalearner

Meta learning is a type of machine learning that focuses on training models to learn how
to learn. In other words, it is concerned with the process of learning to learn, or learning
about learning. This is achieved by training the model on a variety of tasks and then
using that experience to improve its ability to learn new tasks. This approach is different
from traditional machine learning, where a model is trained on a specific task and then
tested on that same task.

In meta learning, the model is trained on a wide range of tasks, and the performance
on each task is used to improve the model’s ability to learn new tasks. This allows the
model to adapt quickly to new situations and learn new tasks with minimal data and
computational resources. Meta learning can be seen as a form of transfer learning, where
knowledge gained from one task is transferred to improve the learning of other tasks. It
is also related to hierarchical learning, where a model is trained on a hierarchy of tasks,
with each level of the hierarchy representing a more complex task.

Researcher has employed three classification algorithms, logistic regression, random
forest and a multi layer perceptron(MLP) to transfer the knowledge gained through Meta
learning, it allows the model to learn new tasks more efficiently by using the knowledge
it has acquired from previous tasks. By utilizing logistic regression and a multi layer
perceptron, the researcher is able to transfer the knowledge gained through Meta learning
to these algorithms, allowing them to perform better on new tasks.

5 Evaluation

In this part of the project report, the performance of the models is evaluated based on
their accuracy and loss in the training and test sets while model building. The report de-
scribes the results of models named ConvNet and meta learning to complete the research
project. These results are briefly summarized in the report.

5.1 Convolution Neural Network

CNN model is trained with 75% data and tested on rest 25%. The metrics include the
loss, accuracy, F1 score, precision, and recall. These metrics provide information about
how well the model performs in terms of its ability to make corrective predictions on the
test set.
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The loss value is a measure of how well the model is able to predict the correct labels
for the test set. A low loss value indicates that the model is making accurate predictions,
while a high loss value indicates that the model struggles to make accurate predictions. In
this case, the loss value is 1.1123, which suggests that the model may not be performing
as desired.

The accuracy value is a measure of the overall accuracy of the model’s predictions.
It is calculated by dividing the number of correct predictions by the total number of
predictions. In this case, the accuracy value is 0.5769, which indicates that the model is
only able to make correct predictions about 57.69% of the time. This is not a particularly
strong performance, and it may be worth investigating ways to improve the model’s
accuracy.

The F1 score, precision, and recall are metrics that are commonly used to evaluate the
performance of classification model. The F1 score is a weighted average of the precision
and recall, and it is a good overall measure of a model’s performance. In this case, the
F1 score is 0.5231, which indicates that the model is not performing very well in terms
of its ability to make correct predictions. The precision and recall values are also found
to be relatively low, at 0.6674 and 0.4308, respectively.

Overall, the performance metrics provided in this output suggest that the CNN model
is not performing very well in terms of its ability to make accurate predictions. It may be
worth investigating ways to improve the model’s performance by adjusting the model ar-
chitecture, using a different training dataset, or trying different hyperparameter settings.

Figure 9: Model Ac-
curacy

Figure 10: Model Loss

Figure. 9, Figure. 10, Figure. 11, & Figure. 12 show graphs plotted against epoch
number with respect to model accuracy, model loss, model f1 score & model precision
respectively.

In a accuracy and epoch graph, it is common to see the training and validation lines
diverge in the early epochs and then converge again later on. This pattern occurs because
the model is initially over-fitting to the training data, which leads to a high training
accuracy but a low validation accuracy. As the model continues to train, it begins to
generalize to the validation data and the accuracy of the model on the validation set
increases.

In this case, where the training and validation lines diverge until the 15th epoch and
then overlap until the last epoch of 50, this indicates that the model was initially over-
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Figure 11: Model f1
score graph

Figure 12: Model Pre-
cision Graph

fitting to the training data but then improved its performance on the validation set as
it continued to train. This may have been due to a number of factors, such as changes
in the model architecture, the use of regularization techniques, or the adjustment of
hyper-parameters.

Overall, this pattern suggests that the model was able to improve its performance on
the validation set over time, but it may still not be performing as desired.

5.2 Metalearner

Figure 13: Confusion
matrix of MLP

Figure 14: Confusion
matrix of Random
Forest

Here the model is developed by combining convolutional neural networks (CNN) and
gray level co-occurrence matrix (GLCM) features to make predictions. The model first
extracts features from images using a CNN, and then uses a GLCM to extract texture
features from the images. These features are then combined and used as input to a meta
learner, which is a machine learning model that uses the combined features to make
predictions.
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In this case, the meta learner is trained using three different algorithms: linear re-
gression, multi-layer perceptron (MLP) and Random Forest. The linear regression model
achieves an accuracy of 60%, while the MLP and Random Forest models both achieved
an accuracy of 80%, Figure 13 and figure 14 show confusion matrix having large amount
of True Positives and negligible number of type 1 and 2 errors which is more important
for medical domain. This suggests that the MLP model is performing better than the
linear regression model, likely due to its ability to learn complex non-linear relationships
between the input features and the target variable.

Overall, this approach uses the strengths of both CNN and GLCM to extract relevant
information from images and make accurate predictions. By combining the two methods
and using a meta learner, the model is able to make more accurate predictions than being
done alone.

5.3 Discussion

There are two main skin cancer classification models that have been developed. The first
model uses a convolutional neural network (CNN) and has a loss of 1.1579, an accuracy
of 56.73%, an F1 measure of 0.5401, a precision of 0.6557, and a recall of 0.4598. The
accuracy graph for this model shows that the lines diverge until the 15th epoch and then
overlap until the last epoch of 50.

The second model uses a combination of CNN features and gray-level co-occurrence
matrix (GLCM) features that are fed into a meta-learner. The meta-learner uses 3
algorithms: logistic regression, Random Forest and multi-layer perceptron (MLP). The
logistic regression algorithm gives an accuracy of 60%, while the other two algorithms
gave an accuracy of 80%. , random forest gives precision of 81%, recall of 80.90% and f1
score of 0.8 which little over that of MLP algorithm. Table 5.1 illustrates evaluation all
the suitable algorithhm used.

Table 5.1 Comparison of evaluation metrics

Overall, the second model having invloved MLP and Random forest appears to be
more effective at skin cancer classification than the first model, as it achieves a higher
accuracy and uses a meta-learning approach to improve performance.

6 Conclusion and Future Work

Author mainly developed ensembled model having included meta learner. There are two
major steps. One being constructing CNN and another being development of metalearner.
In the context of skin cancer detection, the performance metrics provided in the output
would indicate that the CNN model is not very effective at identifying skin cancer. The
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low accuracy, F1 score, precision, and recall values suggest that the model is not mak-
ing accurate predictions and may be missing a significant number of skin cancer cases.
The use of a convolutional neural network along with meta-learning approach appears to
be effective for skin cancer classification. The second model, which combines CNN and
GLCM features and uses MLP algorithm, achieves a higher accuracy of 80%. Addition-
ally, the use of image augmentation and Adam optimization improved the performance
of the model.

Skin cancer is a serious and potentially life-threatening condition, so it is important
for detection models to be as accurate as possible. A low-performing model could lead
to missed diagnoses and delay in treatment, which could have serious consequences for
patients.

In general, a good skin cancer detection model should have high accuracy, F1 score,
precision, and recall values. This would indicate that the model is able to accurately
identify a large number of skin cancer cases while also minimizing the number of false
positives (incorrectly identifying healthy skin as cancerous). By achieving a high level
of performance in these metrics, a skin cancer detection model can help to improve the
speed and accuracy of diagnoses, ultimately leading to better outcomes for patients.

Future work involves in exploring the use of transfer learning or multi-task learning to
improve the generalizability and adaptability of skin cancer classification models later on
adding the layer of meta-learner could improve the performance exponentially. Current
model only works on 2 dimensional data-set, Developing new skin cancer classification
models that can handle a wider range of data types and image modalities, such as 3D
images or multi-modal images that combine different types of imaging data. Investigating
the potential of using unsupervised or semi-supervised learning methods to classify skin
cancer, which could help to reduce the amount of labeled data required for training.
Conducting further studies to evaluate the performance and clinical utility of skin cancer
classification models in real-world settings.
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