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1 Introduction 
 

The objective of the research is to implement coreference resolution using Google Colab. For 

the given research we have used the pretrained SpanBERT base model from hugging Face. We 

have applied Learned Bounded Memory architecture that reduces the memory requirement for 

the model. We have also fine-tuned the hyperparameters like memory cells of the model to 

make it work in google Colab. 

 

2 System Requirements 

To execute this project Google Colab was used with the following configurations.  

2.1 Hardware Configuration 

Due to enormous training data Google Collaboratory’s cloud machine is used for training the 

models. The configuration of the host device are – 
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Also Google Colab provides 12GB of RAM with the free version. In the Fig 2, the 

specification of Google colab is mentioned. 

 

 

 

 

2.2 Software Configuration 

The whole project is implemented on Google Colab using Python 3.8. In order to access 

Google Colab, a Gmail account is required. The major libraries used in the research are listed 

in the table below. 

IDE Google Collaboratory 

Programming Language  Python 3.8 

Framework Pytorch 

Modelling Libraries Scipy, Transformers, HuggingFace,  

 

 

3 Environment Setup 
 

 

First, we will mount the entire project directory that is present in our drive to Google colab 

by using the following command. 
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To setup the environment we will be using the requirements.txt file in the folder package to 

install the required libraries for the project to run successfully. 

 

 

 

 

 

Also, we will be installing the main libraries. 

 

 

 

Here is a small snippet of the requirement.txt file.  
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4 Implementation 

4.1 Data Collection and Processing 

The LitBank dataset for the research is collected from the github repository 

https://github.com/dbamman/litbank. 

 For the given research we have used only 25% of the Litbank dataset and we divided the 

data into 2 directories overlap and independent. For this research we have focused on overlap 

data and created 10-fold cross-validation points with 80/10/10 splits. 

 

 

 

 

 

 

 

 

 

 

https://github.com/dbamman/litbank


5 

 

 

4.2 Mention Model Building 

After installing all the required libraries. We first train the Mention model. For this we have 

used pretrained SpanBERT base model from hugging face. 

 

 

 

Then we have used the pretrained document encoder which encode each segment of data 

independently.  
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Then we define the MLP module 

 

 

 

 

Load the Litbank data for training , validation and testing. 

 

 

Base Controller model to extract Gold Mentions in the data. 
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Testing the model for F1 score and getting the best model after 25 epochs. 
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Update the best model if for new epoch F1 score increases. 

 

 

 

The main module where hyperparameters are passed and modelling is initiated. 

 

 

 

4.3 Bounded Memory Model Building  
 

For the Bounded Memory model, we have used the Learned Bounded Memory architecture 

that use heuristic approach to ignore an already tracked entity in order to keep an untracked 

entity in the memory. 
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Pass all the training parameters 
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The coreference model use the best mention model from the previous file which is already 

stored in the same directory in the file model.pth. 

 

 

 

 

5 Evaluation  
 

 

To evaluate our model, we have used Kenton lee’s coreference metrics (calc_coref_metrics.py) 

implementation which is present in the following location.  
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After the model is trained, we have used the CoNLL Perl script (scorer.pl) for final evaluation. 

it is used when both ground truth data and official conll script is available. 

 

 

 

 

 

 
 


