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Analysis of suicide ideation documents posted 

on Twitter using an NLP classifier 

 

Rachana Swamy 

 

X21111413 

 

1 Introduction 

The following document will be covering instructions to reproduce the analysis of suicide 

ideation documents posted on Twitter using the Natural Language Processing Classifier and 

identify individuals with suicide ideation through their tweets.  

2 System configuration  

2.1 Hardware configuration 

As for the hardware configuration, MacBook Air (M1 2020) has Mac OS Monterey, Version 

12.4, with apple M1 chip and 8GB RAM, shown in figure 1.  

 

Figure 1 Hardware configuration  
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2.2 Software Configuration 

For the software configuration, majorly Jupiter notebook has been used. MS Excel has also 

been used to store the data. Figure two depicts a snapshot of Jupiter notebook which runs 

with help of Anaconda Navigator. 

 

 
Figure 2 Software Configuration 

 

3 Implementation 

In order to increase the effectiveness of a classifier, raw data must be transformed into a more 

useful format. Since most tweets had high noise, the dataset was appropriately cleaned in this 

study before the job of detecting suicidal thoughts was carried out. The process of data pre-

processing for textual analysis is shown in the below flow diagram 
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3.1 Data Source  

1. Twitter Dataset: www.kaggle.com 

2. The data now has to be pre-processed and cleaned as shown in snapshot 3 

 
Figure 3 Code for Data cleaning and pre-processing 
 

3. Since the tweets are long, to classify the text better, the below screenshot shows the 

tokenization of words  

 Figure 4 Tokenization of words 

http://www.kaggle.com/
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4. After tokenization, a list of English stop words has been removed  

 

Figure 5 Removal of stop words 

 

 

5. To still understand and detected the words better, words which have less than 2 

alphabets have been taken off  

Figure 6 Removal of stop words 

6. Using frequency distribution, the words that have been repeated numerous times can 

be calculated.  

 

Figure 7 Frequently repeated words  
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7. Using the above dictionary, we can drop the words that are repeated less than 3-4 

times 

 

Figure 8 Dropped words which are repeated less than 2-4 times  

8. With this, the words that could be repeated are sorted by lemmatization 

 Figure 9 Lemmatization 

9. A Word cloud is formed with the most repeated words  

 

Figure 10 Word cloud formation 
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10. A plot is made to represent most repeated words  

 

Figure 11 Graphical representation of the most repeated word  

11. Sentiment analysis is done and is classified into Neutral, positive and negative tweets 

variables. 

 

Figure 12 Sentiment analysis  
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12. Tweets with the highest positive and highest negative statements are retrieved  

 

Figure 13 Negative, positive & neutral tweets  

13. Word clouds for neutral positive and negative words are made  

 

Figure 14 Example word cloud for neutral words (similarly made for negative & positive words)  

14. Calculating the tweet’s word length  

 

Figure 15 Tweet word count with respect to positive, negative & neutral words  
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15. N-grams, Bi-grams & Tri-grams are built to classify them better  

 

Figure 16 Bi-grams & Tri-grams  

3.2 Evaluation Methods  

 

1. Data is prepared to train the models  

 
Figure 17 Data preparation  

 

2. For Machine learning classifiers, various performance measures have been 

represented 

 

 
Figure 18 SVM Classification report 
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3. Logistic regression  

 
Figure 19 Logistic regression report and confusion matrix  
 

4. SGD classifier  

 
Figure 20 SGD classification report  

 

Testing and making predictions of the sentences on tweets  

 

Figure 21 Predicting and testing tweets  
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