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Configuration Manual

Abinaya Sundarapandiyan
x21135053

1 Introduction

This configuration manual provides information on this research’s software and hard-
ware requirements. All the steps implemented in the research work are explained with
screenshots.

2 System Requirements

Below is the system requirement. The complete project is developed in python in google
colab.

• Google Colab: Intel Xeon CPU @2.20 GHz

• The GPU Instance was 250GB

• The RAM - 13 GB

• The Disk Space - 78GB

• System RAM - 16.0 GB

• Processor - Intel(R)i5 11th Gen

• OS - 64-bit Windows 11 Pro

• Software - Python

3 Import Library/Packages

It is essential to import all the necessary libraries which will be required for this project.

Figure 1: Package Import
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Figure 2: Package Import

4 Data Acquisition

The dataset was downloaded from Kaggle and loaded into google drive for use. Then the
dataset was imported into google colab and read.

Figure 3: Loading from Google Drive and reading the data

5 Data Preprocessing

Various preprocessing steps are carried out. The steps involve handling null value, drop-
ping the unnecessary column, and dataset split of depression, stress, and anxiety, label
encoding.

Figure 4: Checking for Null Values
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Figure 5: Dropping Unnecessary Columns

Figure 6: Dataset Split

Figure 7: Lable Encoding
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6 Exploratory Data Analysis

Exploratory data analysis is done to understand the data. The distribution of the severity
level for different illnesses was analyzed. The distribution age and many features were
analyzed. A couple of Exploratory data analysis snippets are provided below.

Figure 8: Distribution of Condition

Figure 9: Severity Level Distribution for Gender

7 Feature Selection

Using Chi-Square the features were selected. 20 required features were selected from 38
features for all the three depression, stress and anxiety.

Figure 10: Chi Square Feature Selection
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8 Train and Test Split

Train and test data is split into 80/20 ratios. Scalar transformation is done before model
building.

Figure 11: Train and Test Split

9 Model Building

Different traditional machine-learning models were implemented along with the ensemble
model voting classifier and feed-forward neural network for model comparison and valid-
ation.

Figure 12: Voting Classifier Model

Figure 13: Train, Validation Split for Feed Forward Neural Network
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Figure 14: 3 Layes Neural Network Model
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Figure 15: Training and validation of the FNN model
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