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Configuration Manual

Ronu Skariah
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1 Introduction

This configuration manual will provide a an in-depth overview of all the software and
hardware packages used in the implementation of the research. This will explain the
details step by step procedure from the installation required to setup the algorithm exe-
cution and evaluation. The below section describe each steps followed.

2 Hardware Configuration

This research implementation was performed on Acer Aspire 5 laptop and the configur-
ations are show in Figure

Processor 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 2.42 GHz

Installed RAM 8.00 GB (7.78 GB usable)

System type 64-bit operating system, x64-based processor

Figure 1: System Requirements.

3 GPU Configuration

The implementation has been done using python web IDE, Google Colab. The gpu used
in Google Colab Pro subscription is shown in the Figure
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4 Software Configuration

Figure 2: Google Colab Pro gpu Configuration used.

The software requirement for running the Google Colab is show in Figure

&

@ Google Chrome

Get help with Chrome

Nearly up to date! Relaunch Chrome to finish updating.
Version 108.0.5359.124 (Official Build) (64-bit)

5 Package Installations

Figure 3: Google chrome version.

The Mask RCNN model run on top of TensorFlow 2.2.0 and Keras 2.3.1. The python
package required for the complete execution of the implementation is shown in Figure



o # Install the dependencies for the implementation and please restart the |'u'1timl
'pip install tensorflow==2.2.4@
lpip install keras==2.3.1
lpip install opencv-python
!pip install hSpy==2.18.8
'plp install imgaug
lpip install -U scikit-image==8.16.2
!pip install IPython[all]

Figure 4: Python package installations.

6 Data Acquisition and Preparation

The research implementation uses two image datasets. The first dataset is a car model
detection dataset which has more than 2,000 images of car models and it is obtained from
roboflow public repositoryl] The second dataset is the CNR Parkit dataset | which is the
image dataset that has the collection of more than 1,5000 images of a different parking
lot across different climates, this dataset is obtained from a public web repository.

6.1 Data Preparation

The object detection dataset which is the car model detection dataset which has more
than 2,000 images are used for training the model and hence they are annotated using
an online annotation tool. EI These images are annotated using a rectangular bounding
box selector and the annotations are stored in XML format. The image name and the
annotation file name are named identical, Figure |5/ show the sample annotation results.

Figure 5: The annotation sample.

thttps://universe.roboflow.com/mxk/car-model-detection /dataset/
Zhttp://cnrpark.it/
Shttps://www.makesense.ai/



The images are partitioned as train, test, and valid based on the data split ratio of
9:1:1. Figure[6] shows the folder structure. The entire folder will be zipped and uploaded
to google drive.

~ [ Car
Test

Test_Annot

b
]
Train
Train_Annot
valid
valid_Anno

mask_rcnn_coco.h5

ke

Figure 6: Partition of dataset.

Based on Figure[7] the CNR Parkit dataset is structured and this folder is zipped and
uploaded to the same google drive.

|] ~ @ Parking_Data

» @ Parking1-Ref Image
» [ Ref_lmages

» [ Tesi_Night

» [ Test_Overcast

B Test_Rainy

B Test_Sunny

@ mask_renn_coco.h5

-

-

Figure 7: Partition of dataset.

All the datasets will be unzipped from the mounted drive to the Google Colab envir-
onment using the shutil package in python as shown in the Figure [9] and



[ 1] # Mount the google drive to obtain the dataset
from google.colab import drive
drive.mount(’/content/drive")

Mounted at /content/drive

Figure 8: Mounting google drive.

dlipload your dataset amd place it to fcontent/Mask RONNS
# Unzipping the datasest from drive to colak enviroment b inporting shutil module
i ing = [
't shutil Hrport shutil
# Path of the file k Path of the file
Filename = "/rontent/drive/MyDrive/Car. cip” Filenane = "/rontent/deive/MyDeive/Parking Data.zip”
# Tarpet directory f Target directary
extract_dir = “/rontent/’ pxtract_dir = "Soontent/Hask-ROKN-TF2/"
# Unzip the file g Unzdp the file
shutil .unpack_archive(filename, extract_dir) khutil ungack_archive(filenane, extract_dir)

Figure 9: Partition of dataset.

7 Stage 1: Modeling of Object Detection Model

The Mask RCNN model is used for the detection of cars, which is trained using the car
model detection dataset.

7.1 Cloning and Installing the Mask RCNN Model

The Mask RCNN model for TensorFlow 2.2.0 will be cloned from GitHub and installed
in the Google Colab environment.Figure [L0] shows the cloning of the Mask RCNN model
and its installation.

7.2 Training and Evaluation of Mask RCNN Model

The model training will be done on Google Colab gpu and the gpu specification is shown
in Figure [2l Training will be performed using the train and validation dataset split from
car model detection dataset on a split ratio of 9:1:1. The model was trained for 5 epoch
for 131 steps per epoch. The Figure [11] below shows the training progress. The model
reference weight is stored in same dataset folder.

The model was evaluated using the test data from the split set using the best trained
weight. The mean average precision score which was the mean of the IoU values of all
the train and test dataset.



| ] #Clone the Mask RCNM model for Tenstortlow >2.8.8

lgit clone https://github.com/ahmedfgad/Mask-RCNN-TF2.git

Cloning inte "Mask-RCHMM-TF2'
remote: Enumerating objects: 1448, done.

remote: Total 1448 (delta 8), reused & (delta @), pack-reused 1448
Receiving objects: 168X (1448/1448), 156.99 MiB | 58.44 MiB/s, done.

Resolving deltasz: 186X (796/796),

%cd Mask-RCHN-TF2/
Ipython setup.py imstall

# Install the Mask RCHNN model

done.

Figure 10: Cloning and installation of Mask RCNN from github.
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Figure 11: Training progress status.
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# evaluate model on training dataset

train_mAP, t_precision, t_recall, t_overlap = evaluate_model(

train_set, model, cfg)

print("Train mAP: %.3f" % train_maAP)

Train mAP: ©.9a85

test_mAP, test_precision, test_recall, test _overlap = evaluate_model(

test_set, model, cfg)

print("Test maP: %.3f" ¥ test_mAP)

Test mAP: @.919

Figure 12: Evaluation results of model.




8 Stage 2: Detection of Empty and Occupied Park-
ing Space

Detection of empty and occupied spaces in a parking lot will be performed using the
object detection and intersection over union technique. The Figure [13| shows the results

and execution progress of the concept. The trained weights are store in the same dataset
folder.

Figure 13: The final results of detection.
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