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1 Introduction

This configuration manual may be used to accomplish the same goals as the original
work by producing identical outcomes. It encompasses the system setup that the project
was executed on, the procedures involved in exploratory data analysis, the model imple-
mentation, and the model assessments. The code samples have been appended at the
conclusion of this section.

2 System and Hardware Pre-requisites Requirements

In this part, I will detail all of the tools, system prerequisites, and hardware configurations
that are necessary to reproduce my work are shown in Table 1.

Table 1: System & Hardware Requirements

2.1 Initial Requirements

In this research, I have below tools and libraries which are below

1. Microsoft office 360

2. Python 3.7.12

3. Jupyter Notebook

4. Anaconda custom (64-bit)

Tools from Microsoft Office, such as Microsoft Excel and Microsoft Word, have been used.
Python was chosen as the research project’s language of choice, and the whole project,
including data collection, data cleaning, transformation, and analysis, was carried out in
Python. Python 3.7.12 may be downloaded from the Python website at the following
address: ’https://www.python.org/’. Kaggle, which includes a special embedded version
of Anaconda, provides the platform for the coding competition (64-bit) Jupyter Notebook.
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3 Datasets Used

In this research I have used three datasets which are as follows:

1. Dataset containing smoking and not-smoking images (smoker vs non-smoker)
Link: https://data.mendeley.com/datasets/7b52hhzs3r/1

Figure 1: Smoker Dataset

2. VIP Attribute Dataset , Link: http://antitza.com/VIP attribute-dataset.html

Figure 2: VIP Attribute Dataset

3. UTKFace Large Scale Face Dataset ,Link: https://susanqq.github.io/UTKFace/
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Figure 3: UTKFace Dataset

4 Research Workflow and Design

The overall workflow and the methodology followed are shown in Figure 4.

Figure 4: Workflow Diagram

5 Python packages and Libraries used

In this part, I will provide a rundown of all of the packages, Python packages, and third-
party libraries (if any) utilized in the study. The fact that these packages are freely
accessible, will make it easier to reuse the same work and recreate it. Table 2 shows the
list of all the libraries used.
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Table 2: List of Python packages and libraries used in the research
Python Library Name Description
os This is used in order to create folders and manage files and directories

warnings
It displays a message but runs. Warning messages are shown using
the ”warning” module’s warn() method. Python’s built-in class
Exception is the warning module’s superclass.

pandas
Python data analysis programming language. Its data
structures and actions alter numerical tables and data series.

numpy
NumPy, a Python package, supports massive,
multi-dimensional arrays and matrices and a
large number of high-level mathematical functions.

cv2 This is open-source computer vision library.
tqdm The Python module tqdm creates progress metres and bars.
matplotlib.pyplottqdm For plotting graphs

tensorflow.keras.layers
Input, Conv2D , BatchNormalization,Activation,MaxPool2D,
UpSampling2D,Concatenate,MaxPooling2D,
Dropout,Flatten,Dense,GlobalAveragePooling2D

sklearn.model selection train test split
skimage.transform used for image transformation
sklearn.metrics classification report, confusion matrix
mlxtend.plotting plot confusion matrix
tensorflow.keras.applications ResNet50V2, VGG16, DenseNet201, EfficientNetB7, InceptionResNet50V2
tensorflow.keras.preprocessing.image ImageDataGenerator
tensorflow.keras.callbacks ModelCheckpoint,ReduceLROnPlateau
tensorflow.keras.models Model
skimage.transform resize
MTCNN mtcnn

6 Data Pre-processing Code and Image Data Gen-

erators Code

Below are images of all the data processing steps. Here. Figure 5 and 6 shows the code
for first converting the UTKFace dataset images into pre-processed one using MTCNN(a
library that is useful in grasping the face alignment and face extraction).

Figure 5: MTCNN UTK Face Alignment

Figure 7 shows the code which I have developed for generating the images based on
the CSV data available. When performing model building image data generators are
useful for such operation.

The overall exploratory analysis performed is shown in Figure 8.
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Figure 6: MTCNN UTK Face Alignment

Figure 7: Image Data Generators Code
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Figure 8: Exploratory Data Analysis

7 Model Implementation Code

7.1 Smoker or Non-Smoker Classification

In this section, some code snippets are attached for reference as shown in Figure 9 and 10
which shows the model building for Smoke Classification Problem using EfficientNetB7.

Figure 9: Smoker Model Building

Figure 11 shows the Model summary for Smoker Classification problem using Effi-
cientNetB7.
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Figure 10: Smoker Model Building

Figure 11: Smoker Model summary
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7.2 BMI Identification

For the second experiment, i.e BMI Identification the model-building steps are shown
in Figure 12 and 13. As seen, first various libraries were imported namely from the
TensorFlow layers package, then we added input layers and various model layers.

Figure 12: BMI EfficientNetB7 Model Building Steps

Figure 13: BMI EfficientNetB7 Model summary
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7.3 Gender Classification (male or female)

For the third experiment, i.e Gender Classification (male or female) the model-building
steps are shown in Figure 14. As seen, first various libraries were imported namely from
the TensorFlow layers package, then we added input layers and various model layers.
Then, in Figure 15 shows the model summary after adding input dense layers, and also,
the data frame is used with ImageDataGenerator() to produce the images.

Figure 14: Gender Classification (Male or Female) EfficientNetB7 Model Building Steps
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Figure 15: Gender Classification (Male or Female) EfficientNetB7 Model summary
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7.4 Ethnicity Multi-Classification (”White”, ”Black”, ”Asian”,
”India”, ”Others”)

For the fourth experiment, i.e Ethnicity Multi-Classification the model-building steps
are shown in Figure 16. As seen, first various libraries were imported namely from the
TensorFlow layers package, then we added input layers and various model layers. Then,
Figure 17 shows the model summary.

Figure 16: Ethnicity Multi-Classification DenseNet201 Model Building Steps

11



Figure 17: Ethnicity Multi-Classification DenseNet201 Model summary
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7.5 Finding the age of a person

For the last experiment, i.e finding the age of a person the model-building steps are shown
in Figure 18. As seen, first various libraries were imported namely from the TensorFlow
layers package, then we added input layers and various model layers. Then, Figure 19
shows the model summary.

Figure 18: Age DenseNet201 Model Building Steps
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Figure 19: Age DenseNet201 Model summary
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8 Model Implementation

Figure 20 shows the overall model implementation results, I have run the epochs till 100.

Figure 20: Model Implementation
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9 Model Evaluation

Figure 21 shows the overall model evaluation results, as seen for BMI, Smoker and Gender
the EfficientNetB7 model performed the best, and for age and DenseNet201 performed
the best.

Figure 21: Model Evaluation Results
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