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Configuration Manual 

 
Fake News detection using Deep learning and 

Natural Language Processing 

Shaik Nasir Vali 

Student ID: 21166421 

 
1 Introduction 

The configuration manual illustrates how to execute the research topic “Fake news detection 
using Deep Learning and NLP” step by step. The next sections have the details about software 

and hardware requirements for implementation. In order, the required computer code, 

associated aim, and output results are displayed. Machine Learning algorithms such as 
Decision tree classifier, Logistic Regression, NLP techniques and RNN with LSTM were used. 

 

2 System Requirements 
This section describes the system requirements for successfully implementing the project, and 

prior knowledge of the system specification is always before conducting experiments. 
 

2.1 Hardware 

The specifications utilized on the local system are as follows: 

 

1. Hard-Disk Memory - 500GB (SDD) 

2. Processor – Intel i5-6200U CPU 

3. RAM – 8GB 

4. System OS – 64-bit Windows 11 
 

2.2 Software 

1. Python 3.9 – Python covers most of the project 

2. Microsoft Excel – CSV file format was used through Excel 

3. Postgres SQL – It is used to load the data in jupyter notebook 

4. Jupyer Notebook – It is an IDE platform which can be accessed online, this was used 

to write python code from beginning till end. 
 

3 Data Pre-processing and Evaluation 

3.1 Installing packages 
 

There are many packages that were installed to carry on particular tasks. The following figures show all the 
packages that were imported : 
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3.2 Data cleaning 

Figure 1: Installing packages 

 

The data which was taken from the public open-source site was already clean without any null values or 
duplicate values. 
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Figure 2: Data cleaning 
 

3.3 Encoding 
 

Label Encoder was imported from sklearn and used in this study. 
 

 

 
Figure 3: Data Encoding 
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3.4 Stemming, Normalization and Removal of Whitespaces & Stopwords 

 

Figure 4: Stemming, Normalization and Removal of whitespaces & stopwords 
 
 

3.5 Evaluation of Models 

3.5.1 Decision Tree Classifier 

Figure 5: Decision Tree Classifier 
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3.5.2 Logistic Regression 
 

Figure 6: Logistics Regression 
 
 

3.5.3 Natural Language Toolkit 
 

Figure 2: Data cleaning 

Figure 7: Natural Language Toolkit 
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3.5.4 RNN with LSTM 
 

 

Figure 8: RNN with LSTM 
 
 

Figure 9: Data training 
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Figure 10:Data training for RNN 

 

 

 
3.5.5 RNN with LSTM using GloVe embedding vectors 
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Figure 11: RNN with LSTM using GloVe embedding vectors 
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Figure 12: Checking Epoch 
 

 

Figure 13: Prediction of RNN 
 

4 Evaluation Metrics 
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Figure 14: Evaluation metrics for Decision Tree Classifier 
 

Figure 15: Evaluation metrics for Logistics Regression 
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Figure 15: validation score for Logistics Regression 
 
 
 

5 Conclusion` 
 

 

 

Figure 16: Conclusion 
 

Consequently, following the same methods as described in the study yields similar results, and 

it works flawlessly. As a result, the research was a success, and all of the objectives that were 
set were met. 
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