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1 Introduction

This setup manual provides a summary of the prerequisites, both in terms of software and
hardware, to reproduce the research. This manual will help you understand the coding
methods needed to do this study again, from setting up the environment to looking at
the model’s results. The following is a detailed instructional guide that has been broken
up into numerous sections for your convenience.

2 Environmental Setup

This section contains a list of all of the tools and software that were used to complete
the project successfully.

2.0.1 Hardware Requirements

The hardware specifications used for this project were a 64-bit Windows 10 operating
system and 8GB of RAM. The processor used was an Intel i7 (8th Gen). Figure 1 shows
the details of the hardware specifications used.

2.0.2 Software Requirements

Python is the programming language that was utilised for the development of the models
since it is capable of scripting and executing machine learning models within a web
browser. Jupyter Notebook, version 6.4.5, which is supported by Anaconda was used to
carry out the code’s execution. Because the system is 64-bit compatible the first step is to
install the Anaconda application. The link to download the application can be found here
1. Following successful installation, the dashboard will appear as illustrated in Figure 2.
Once anaconda has been installed just click on launch Jupyter notebook and it would be
opened and ready to code.

3 Importing Libraries

There are some libraries that need to be installed from the ’pip’ command. The install-
ation is done as ”pip(library name)” at the anaconda environment’s command prompt.
And there are some libraries that are pre-installed in the Anaconda navigator. So to
import them just the command mentioned in Figure 3 is required.

1Anaconda Download: http://www.Anaconda.com/downloads
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Figure 1: Hardware and Windows Specification

Figure 2: Anaconda Home Page Dashboard
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Figure 3: Importing Library

4 Datasets

The data selected was the ”UK Car Accidents 2005-2015” dataset from Kaggle 2. The
data was initially extracted from the United Kingdom’s Department of Transport. It
contains 3 files (Accident0515, Casualties0515, and Vehicles0515) in (.csv) format. Ac-
cident0515 is the main file, and through the Accident Index column, it has links to
Casualties0515 and Vehicles0515. The Accident0515 file comprises 1780653 rows and
31 columns. The Casualties0515 file contains 2216720 rows and 14 columns, and the
Vehicles0515 file has 3004425 rows and 21 columns. Figure 4 shows the code for import-
ing all these files and seeing their shapes.

Figure 4: Importing Data

2Dataset: https://www.kaggle.com/datasets/silicon99/dft-accident-data
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5 Data Exploring

The data were explored to get some insight which could be helpful to create a good
model. Figures 5, 6, and 7 show the data exploration in the research. It includes how
many values are there in a particular column and even finding the sum of null values.

Figure 5: Description of the data

6 Cleaning the data

After the exploration of the data now the unwanted columns such as Location Easting OSGR,
Location Northing OSGR, LSOA of Accident Location, Junction Control, and 2nd Road Class
being removed from the data as it has a very high number of null values in it. Figure 8
shows the code for it.

7 Exploratory Data Analysis (EDA)

For a better understanding of the data, the EDA process is carried out using the variables
of the dataset. This process explains what kind of data is present in the dataset. Different
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Figure 6: Prints information about the Dataframe

Figure 7: Sum of Null values in the data

5



Figure 8: Data Cleaning

types of histograms are used to explore the different variables. All the EDA done in the
research are shown in Figures 9, 10, 11, and 12.

Figure 9: Sum of Null values in the data

Figure 10: Sum of Null values in the data

8 Plotting Accidents on Open Street Maps

Now we will be using Open Street Maps (OSM) to plot the accidents. Using longitude
and latitude information, we can see what area has the most accidents. For using the
Open Street Maps the package folium would be required, which was already installed at
the start of the code as shown in Figure 3. The accident plots can give us a really good
idea about traffic in any area of the UK. Figure 13 depicts the accidents on the map
with an ”Accident” popup. Also with help of folium the casualties were displayed on the
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Figure 11: Sum of Null values in the data

Figure 12: Sum of Null values in the data
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map shown in Figure 14. Blue denotes one casualty on the hotspot. Orange denotes 2
casualties on the hotspot and red denotes more than 2 casualties on the given hotspot.

Figure 13: Accidents Plotted on Map

9 Normalization of Data

In this, the normalization of variables was carried out because there were 2 variables that
skewed the performance. The variables ’age of driver” and ”age of vehicle”. Figure 15
shows the before graph and code of both these variables, and Figure 16 shows the after
normalization graph of both these variables.

10 Machine Learning

There were 3 machine learning algorithms used in this research. All the algorithms
were even tuned with hyperparameters. The section even displays the evaluation of the
algorithms.
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Figure 14: Causalities Plotted on Map

Figure 15: Before normalization
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Figure 16: After Normalization

10



10.1 Train Test Split

To do the training and testing the libraries ”from sklearn.model selection import train test split”
is required which is shown in Figure 3. The data was divided into 80% training and 20%
test data. The random state was kept to 99. Figure 17 shows the train test split.

Figure 17: Train Test Split

10.2 Random Forest with & without Hyperparameter

For running a random forest model the library required is ”sklearn.ensemble import Ran-
domForestClassifier” as shown in Figure 3. Figure 18 shows a random forest model built
with default parameters and the classification report which includes the accuracy, preci-
sion, recall and f1 score and the confusion matrix. For using this evaluation method the
library ”from sklearn.metrics import confusion matrix,accuracy score,classification report”
and ”from sklearn.metrics import roc auc score,roc curve,f1 score,recall score,precision score”
is used as shown in Figure 3. Figures 19 and 20 show a random forest model built with
hyperparameters.

Figure 18: Random Forest without hyperparameters
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Figure 19: Random Forest with hyperparameters
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Figure 20: Random Forest with hyperparameters

10.3 Logistics Regression with & without Hyperparameter

For running a logistic regression model the library required is ”from sklearn.linear model
import LogisticRegression” as shown in Figure 3. Figure 21 shows a logistic regression
model built with default parameters and the classification report which includes the
accuracy, precision, recall and f1 score and the confusion matrix. Figures 22 shows a
logistics regression model built with hyperparameters.

10.4 Decision Tree with & without Hyperparameter

For running a decision tree model the library required are ”from sklearn.tree import
DecisionTreeClassifier” as shown in Figure 3. Figure 23 shows a random forest model
built with default parameters and the classification report which includes the accuracy,
precision, recall and f1 score and the confusion matrix. Figures 24 show a decision tree
model built with hyperparameters.

10.5 Accuracy of all Models

Figure 25 shows the accuracy of all the models.
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Figure 21: Logistics Regression without Hyperparameters

Figure 22: Logistics Regression with Hyperparameters
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Figure 23: Decision Tree without Hyperparameters

Figure 24: Decision Tree with Hyperparameters
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Figure 25: Accuracy of all Model
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