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1 Introduction

The following describes the hardware and software specifications required for the working
of this research titled “Comparing Machine Learning Models for Predicting the Global
Internet Usage”.

2 System Configuration

2.1 Hardware Configuration

All the hardware requirements for this research are mentioned in the table below.

2.2 Software Configuration

All the software used for this study along with their versions is presented below.

2.2.1 Anaconda Navigator

The python code required for this research was entirely done in a Jupyter environment.
The Jupyter notebook environment was provided by the Anaconda Navigator.

2.2.2 Jupyter Notebook

The entire coding required for this research was done in Jupyter notebook.

2.2.3 Python

All the processing and the machine learning models are performed in python. Python
provided support for all the required packages. The list of the packages used is shown in
the table below.

Hardware Configuration
RAM 8 GB
Processor 11th GEN INTEL Core (TM)
Hard disk storage 580 GB
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Software Configuration
Anaconda 2.1.4
Jupyter 6.4.5
Python 3.10.4

Package Version
pandas 1.3.4
matplotlib 3.4.3
numpy 1.20.3
tensorflow 2.10.0
sklearn 0.24.2
statmodels 0.12.2

3 Project Development

3.1 Data Preparation

The entire coding was done in Python. Both LSTM and SES models are implemented in
different Jupyter notebooks. As mentioned above the Python version of 3.10.4 is used.

3.2 Loading the Data

The required data has been gathered from an open-source platform known as Kaggle
datasets. This original data source has 4 different CSV files which have the global internet
usage data over the years from 1970 till 2019. This research considers only 2 files among
them. The original dataset has been cut down from 11000 to 2395 when the data was
considered between the years 2010 till 2019. This dataset is loaded into the Jupyter
environment and loaded using pandas and it is saved under the name ‘Internetdata(F )′.

3.3 Identifying missing values

As mentioned before, this research considers only data ranging from the years 2010 to
2019. After the dataset is loaded into the Jupyter environment, Isnull.sum () is performed
to identify the missing values. There were no missing values included in the dataset.

3.4 Feature Engineering

The original dataset has only yearly data whereas there was no mention of the month
at all. to perform the monthly data forecasting if needed, this research has included the
month along with each year. The null values were cleared when the data was considered
between 2010 till 2019. These different CSV files have been combined into one so that
the data can be retrieved from a single source. Smyl (2020) explained the difficulty faced
during their research. Adding the month feature will surpass this problem.
The final dataset contains 2395 rows and 6 columns.

3.5 Splitting of Data

The data have been cut down for training and testing the model. The test and train split
ratio for the LSTM model is 6.7:3.3. That is, among the 2395 rows, 1604 values (67%)
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Figure 1: Loading the Dataset

Figure 2: Loading the Dataset
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Figure 3: Identifying the missing values

Figure 4: Combined Dataaset with added month

Figure 5: Dataset info
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are used for model training whereas the remaining 1604 values (33%) are used for model
testing. The SES model uses the weighted average method which takes the most recent
values for testing. 2395 values are used for training and recent 30 observations are used
for testing the model.

Figure 6: Data Splitting

3.6 Feature Scaling

The chances of having diversity in the feature on the combined dataset are high. To
normalize this, a package called MinMaxScaler is imported from the Sklearn library.
This transforms all the features on a scale ranging from 0 to 1.

4 Model Application

This research will forecast global internet usage on the top of two variables. They are the
individuals using the internet and mobile cellular subscriptions. The dataset has values
till the year 2019 and with that data, this research will try to predict the future using
LSTM and SES models. These models are evaluated with appropriate error metrics and
select the best model.

4.1 Long Short-term Memory (LSTM) Model

The Long Short-Term Memory network, also known as the LSTM network, is a recurrent
neural network that fixes the vanishing gradient issue. It was trained using backpropaga-
tion through time. As a result, it can be used to build substantial recurrent networks,
which can then be utilized to tackle challenging sequence issues in machine learning and
produce cutting-edge outcomes.
The above figure shows the sequential LSTMmodel implementation. The lookbackvalueissetto10whichwillconsiderthelast10yearsofdata.Heretheadamoptimizerisusedandthelossvalueistakenasthemeansquarederror.TheLSTMmodelhas2layers, andtheDensemodelhas1layer.

4.2 Simple Exponential Smoothing (SES) Model

Exponential smoothing is a time series forecasting technique for univariate data. The
forecast of time series methods like the Box-Jenkins ARIMA family of methods is a
weighted linear sum of recent past data or lags.

4.3 Model Evaluation

Both models are evaluated using the RMSE value. the following figures show how the
RMSE value is calculated.
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Figure 7: Data Splitting in SES

Figure 8: Feature Scaling
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Figure 9: Creating LSTM model

Figure 10: Creating SES model

Figure 11: Calculating RMSE value
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Figure 12: Calculating RMSE value

Figure 13: Calculating RMSE value

Figure 14: Calculating RMSE value
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