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Forecasting Medical Insurance Claim Cost with Data
Mining Techniques

Aditya Naresh Sahare
X21140677

1 Hardware Requirements

The computer has AMD Ryzen 5 5600H Processor with Radeon Graphics, 3301 Mhz, 6
Core(s), 12 Logical Processor(s) with 8GB RAM, 512GB SSD, 4GB NVIDIA GEFORCE
RTX Graphic Card.(Figure 1)

Figure 1: Hardware Requirements

2 Software Requirements

The code has been written in Python Language. Jupyter Notebook has been used which
is an Integrated Development Environment(IDE) for programming. This IDE is present
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in Ananconda Application (Figure 2).

Figure 2: Anaconda navigator specification

Install this Anaconda Distribution which launches the Anaconda Navigator home.
This consist of Jupyter Notebook (Figure 3).

Figure 3: Anaconda navigator overview

Install Jupyter Notebook in this pack in Anaconda Navigator. The best part of
Jupyter Notebook is it automatically update the system environment variables to run
Python.exe

3 Libraries required for Python

Following are the libraries used to run the code. If the libraries are not found in JUpyter
Notebook, then write ’pip install library name’, here you can library name to required
library listed below.
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• numpy

• matplotlib

• pandas

• seaborn

• sklearn

• statsmodels

• scipy

4 Dataset Description

• Health insurance dataset can be found in this URL: https://www.kaggle.com/
datasets/sureshgupta/health-insurance-data-set.

• The dataset is uploaded with the code artifacts.

• Save the daaset in the same file as Python code file and give the file name in
pd.read csv(”file name”) like in Figure 4

Figure 4: Reading the data in code

5 Data pre-processing

• In data pre-processing, the missing values are handled first.

• Exploratory Data Analysis of the dataset (Figure 6).

• Since the city variable has 91 cities, a new feature is introduced combining some
cities which are from the same region.

• Hot encoding of categorical variables needs to be done for Linear Regression model
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Figure 5: Code for Missing values

Figure 8: Creating new feature ”Region”
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Figure 6: EDA of Numerical and Categorical values
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Figure 7: Creating new feature ”Region”

6 Model Implementation

6.1 Linear Regression

Figure 9: Test train split
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Figure 10: Linear Regression Model

7 Evaluation of Implemented Methods

Evaluation metrics used are R2 score, Adjusted R2 score and RMSE value

Figure 11: Evaluating model on test data
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Figure 12: Actual vs Predicted plot of the best model
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