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1 Introduction 
 
Implementation of a framework that combines contextual-based embedding ELMo 
Embedding with a recurrent neural network and recommends to investors a list of the top 10 
cryptocurrencies to maximize their profits. This configuration manual includes information 
on the system configuration, software, and hardware requirements, and the procedures used 
to accomplish the Research Project. 
 
2 System Configuration  
 
The system configuration that was used to carry out the project is described in this part 
of the configuration manual. 

2.1 Hardware Requirement 
 

Operating System macOS 13.0.1 
Processor Mac M1 Chip 
RAM 8.00GB 
Storage 256GB 

 

2.2 Software Requirements  
 
Programming Language  Python 3.9.15 
Tools Jupyter Notebook, PyCharm IDE, Excel 

 
3 Project Development  
 
The framework's development is primarily separated into two sections: the first focuses on 
the model's construction, and the second on its deployment on the console-based application. 
 

3.1 Important Libraries  
 
The implementation of this framework requires different libraries like pandas, numpy, 
seaborn, matplotlib, os, tensorflow, tensorflow_hub, keras, sklearn, glob, datetime, nltk, time, 
json, and twint. The libraries of sklearn and TensorFlow was used for model development, 
calculation of model performance and loading the different neural network modules for 
which the relevant code snippets are mentioned in this sections. 
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Figure 1: Framework Overview 

3.2 Model Development  
 
Data preparation, data transformation, and data modelling utilizing ELMo embedding with 
the recurrent neural network are all included in this section. These developments were all 
carried out using Jupyter Notebook. 

Data Preparation 
 
To prepare the training data for data modelling, the data preparation and transformation phase 
for model construction include data collection, cleaning, and transformation employing 
labelling of the cleaned and transformed data using the Flair framework and K-means 
Clustering. The figures below depict each phase of this development: 
 

 
Figure 2: Scrapping Tweets for Model Training 
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Figure 3: Loading the Important Libraries and Visualization of the Data 
 

 
Figure 4: Data Cleaning Method 

 

 

Figure 5: Data Labelling using Flair and K-means Clustering 

Data Modelling 
 
 The Elmo embedding is utilized to create the model, which uses two deep-learning models. 
This part covers model creation since the cleaned and labelled dataset is prepared for model 
training. 
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1. Implementation of ELMo with biLSTM model 

 

Figure 6: Loading Important Packages and Preprocessed Dataset into Data frame 
 

 

Figure 7: Data Splitting and Model Creation 
 

 

Figure 8: Model Creation for First Experiment 
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Figure 9: Model Training, Results and Prediction  
 

 

Figure 10: Method for Plotting accuracy and loss learning graph 
 

2. Implementation of ELMo with Simple RNN model  
 
For both the first experiment, the data preparation, dataset splitting functions and plotting, 
graphs are the same. 
 

 

Figure 11: Model Creation for Second Implementation 
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Figure 12: Model Training and Results 

3.3 Model Deployment 
 
We used the PyCharm IDE to build a console-based application that also helped us grasp the 
structure of the project for quicker deployment. An application called main.py is developed to 
establish a one-touch automation framework. This script carries out several operations, 
including scraping the top thirty trending cryptocurrency names, retrieving tweets mentioning 
cryptocurrency names, loading the best-trained TensorFlow saved model, and emotional 
categorization for each of the thirty cryptocurrencies. Additionally, the main.py script will 
show the outcome on the console. 
 

 
Figure 13: Project Framework Overview in PyCharm 

 
 



 

7 
 

 

 

Figure 14: Scrapping and Storing the top 30 trending Cryptocurrency Names using Selenium 
 

Figure 15: Fetching Tweets for each of the top 30 Cryptocurrencies 
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Figure 16: Generic Method Sentimental Classification for each of the top 30 cryptocurrencies 
 

 

Figure 17: Cleaning and Loading the Saved Model 
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Figure 18: Sentiment Score Mapping with 0 and 1 after Sentimental Classficaiton 
 

 

Figure 19: Method to Show the list of Top 10 Most Favourable Cryptocurrencies based on the 
Sentimental Classification 

 
 


