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Predicting Optimal Cryptocurrency using Social
Media Sentimental Analysis

Ravi Sahal
x21161984

Abstract

Interest in cryptocurrencies has grown significantly recently on social media.
Particular focus has been placed on these sorts of price adjustments. Behavioral
sciences and associated academic publications have shown a significant correlation
between social media and changes in cryptocurrency pricing. Smaller cryptocur-
rencies are particularly affected since mentions made on Twitter may have a big
impact on them. Many machine learning and deep learning models were employed
in recent research on cryptocurrencies to predict or anticipate the price of the coin
after conducting sentiment classification. This analysis may help investors choose
the best cryptocurrency. This research objective is to provide a system model
for identifying the most profitable cryptocurrencies by examining data from social
media platforms like Twitter. Several aspect-based sentiment models are construc-
ted depending on the gaps that have been found. The model integrated recurrent
neural network such as basic RNN and biLSTM(Bidirectional Long Short-Term
Memory) with embeddings from language model (ELMo) embedding to conduct
contextually-based emotional analysis on the data. As a consequence, The accur-
acy of the biLSTM model was 86.30% and it worked effectively when combined
with the ELMo.

1 Introduction

In the current economy, cryptocurrencies are already attracting a lot of interest due to
their high returns and quickest exponential development. The most valued and well-
known cryptocurrency in flow right now is bitcoin, which is also the first cryptocurrency
in the digital age to accrue the bulk of the market’s capitalization. The exponential
expansion of cryptocurrencies is driven by upward price swings of freshly listed crypto-
currencies in a very short period, inspiring many people to make an investment in them.
There are two categories of investors, the first of which are those profit-seeking investors
who consolidated their positions in this market and withdrew their funds over time. An-
other circumstance is when an actively trending price stops and begins to fall, which
sends investors into chaos and as result quickly drops the number of investors. Social
media platforms like Twitter are often used by individuals to convey their sentiments,
ideas, and views about other persons or entities. The volatility of cryptocurrencies is
gaining increasing attention on social media sites. Numerous research has shown a link
between cryptocurrency returns and social media sites like Twitter (Dulău and Dulău;
2019).
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1.1 Motivation and Background

The price of cryptocurrencies has been studied extensively using deep learning and ma-
chine learning based to conduct sentimental analysis on past or social media data. Natural
language processing algorithms based on recurrent neural network (RNN), gated recur-
rent unit (GRU), long short-term memory (LSTM), and bi-directional LSTM worked well
because of the precise contextual interpretation (Vo et al.; 2019). Investors could benefit
from existing algorithms for determining the top 10 most advantageous cryptocurrencies,
but are there any? The uniqueness of this research lies in the author’s intention to develop
a system that would combine user input and public opinion from multiple social media
platforms, including Twitter, to recommend the top 10 most promising cryptocurrencies.
When building this system, the author will utilize text filtering, text embedding, and
feature engineering approaches to weed out promotional material and unearth insightful
information that will improve performance.

1.2 Research Question, Objectives and Contribution

This study endeavor uses data from the top 30 trending cryptocurrencies on Twitter to
suggest the top 10 cryptocurrencies to investors. Based on user tweets, deep learning al-
gorithms were utilized to identify the mood of the tweets for each of the cryptocurrencies.
A natural language processing model was selected to handle the study problem based on
the examination of the literature since it was effective in recognizing and categorizing the
sentiment of social media data.

RQ: To what extent contextual-based embedding ELMo can be used to develop a
model with the recurrent neural network, to perform sentimental classification of social
media data?

Sub RQ: How can the top 10 cryptocurrencies be generated based on sentimental clas-
sification of social media data, in this instance Twitter data, utilizing a natural language
processing technique employing contextual-based embedding (ELMo Embedding) and a
recurrent neural network?

The following goals are established and put into practice to answer the research ques-
tion.

Research Objectives and Contribution
Obj. 1: An examination of the research on sentiment analysis of social networking
website data. The outcomes of the examined literature’s studies aided in understanding
how sentimental analysis may be accomplished using deep learning and machine learning.
Obj. 2: Development of training data Using the Flair framework and K-means clustering.
Labeling the scrapped dataset using the Flair framework and K-means for model training
that was captured by scrapping the cryptocurrency-related tweets from Twitter with the
help of python Twint API.
Obj. 3: Implementation, evaluation and results for sentimental classification Models.

Sub-Obj. 3.1: Implementation, evaluation, and results for the ELMo embedding
with a simple RNN Model. The result of this objective is achieved by develop-
ing a model that uses the combination of ELMo embedding and simple RNN for
sentimental classification.

Sub-Obj. 3.2: Implementation, evaluation, and results for the ELMo embedding
with the Bidirectional LSTM Model. The result of this objective is achieved by
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developing a model that uses the ELMo embedding with the Bidirectional LSTM
Model for sentimental classification.

Obj. 4: Comparisons of the results of the developed model. The result of objective 4 can
be done by comparing the results of the accuracy and loss values.

The report is structured as follows: Critical assessments of the literature relating to
sentiment analysis utilizing various machine learning techniques are included in Section
2. The project design flow and the most recent CRISP-DM methodology approach were
discussed in Section 3. Section 4 presents the implementation and evaluation of two
recurrent neural network-based models with ELMo embedding. Section 5 presents the
findings and discussion. Model deployment in a real-time system using a console-based
application is covered in Section 6. Finally, Section 7 discusses the conclusions and future
work prior acknowledgments and references.

2 Related Work

Numerous studies conducted on social media data to perform sentiment analysis using
machine learning and natural language processing. The volume of posts and the expand-
ing social media user base both significantly help with the sentiment analysis needed to
forecast changes in the cryptocurrency price. The main objective of this section is to
examine significant advancements in cryptocurrency forecasting and prediction systems.

2.1 Review of Sentiment analysis of Social Media Data

The research (Jianqiang and Xiaolin; 2017) was done on text pre-processing methods
on Twitter data to perform sentiment analysis. The author of the study performed two
feature models and four classification models on five different datasets. When different
pre-processing techniques were used, the Naive Bayes (NB) and Random Forest (RF) clas-
sifiers were more accurate than Logistic Regression and support vector machine (SVM)
classifiers. It has been demonstrated that removing stop words, numbers, and URLs can
effectively reduce noise with little negative influence on performance. Sentiment analysis
benefits from the use of negation replacement. In another paper, Numerous sentimental
analyses using lexical-based methods, machine learning and deep learning methods, in-
cluding SVM, Naive Bayes, LSTM and CNN, were carried out for the research project
(Garg et al.; 2020). The suggested approach used a significant amount of social media data
for sentiment analysis, and it was found that deep learning-based models beat machine
learning and lexical-based techniques with an accuracy of 95–97%. The substantial usage
of deep learning techniques can enhance the performance of this model. This sugges-
ted approach can be applied to forecast the price of cryptocurrencies in further research.
The authors of the research (Hameed and Garcia-Zapirain; 2020) created a deep-learning-
based model for sentiment classification of opinions which is computationally effective.
The authors presented a framework that combined a single layer biLSTM model with
three separate datasets from movie review websites such as MR, IMDb and SST2 to
perform sentiment analysis on them. This study also compared the outcomes of other
deep learning techniques and found that the proposed technique performed admirably.
MR, SST2, and IMDb datasets, respectively, showed an accuracy of 80.500%, 85.780%,
and 90.585% and it might be increased in the future by employing the BiGRU model.
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The study (Chen et al.; 2017) discusses a novel approach that can efficiently execute
sentiment analysis of various types of sentences. To solve the classification challenge, the
system used a neural network and the divide and conquer strategy. The sentences in
this framework are broken down into groups of sentences that can be used by the neural
network to categorize once more into one-dimensional convolutional neural networks that
carry out sentiment classification. The suggested method used BiLSTM-CRF to extract
the target sentences, which could then be split into three categories using 1d-CNN to
determine their sentimental classification. This model’s accuracy ranged from 63.76 for
Turkish to 73.50 for French. The performance of the model can be enhanced by using
several deep-learning modules to enhance target expression identification. The authors
of the paper (Rhanoui et al.; 2019) proposed a model that uses deep learning models to
analyze and execute sentiment analysis on large texts. Since the lengthy text is made up
of numerous sentences, it is challenging to determine the sentiment score for the entire
text because it requires a lot of concentration. To analyze the lengthy text, the authors
suggested a novel framework that makes use of CNN, BiLSTM, and Doc2vec embeddings.
The CNN-BiLSTM model performed well with 90.66% accuracy when the author of this
study compared its performance to that of CNN, LSTM, BiLSTM, and CNN-BiLSTM
with word2vec and Doc2vec embeddings. Given that this was just employed with French
news articles, the established approach can also be used with other languages. The re-
search (Pimpalkar et al.; 2022) was done on social media data to do sentiment analysis
and compare the findings with the other developed model. To assess and categorize the
sentiments of the user reviews as positive and negative, the proposed mode of this work
used the deep learning GolVe word embedding approach with multilayered BiLSTM. Us-
ing the IMDB dataset, this model was evaluated, and it did well with an accuracy rate
of 93.55%. As the researcher noted, the built system might not have understood the
sarcastic comments, which is why the model’s precision was less than 75%. However, it
can be increased with the help of new hybrid systems that use a variety of deep learning
models. Most of the most recent sentiment analysis investigations use distributed word
representation. This representation solely considers a word’s semantic aspect and not its
sentimental aspect. In the Paper (Xu et al.; 2019) To extract context-based information
from the comments, the authors developed a unique model that combines TF-IDF tech-
niques to produce weighted word vectors. These vectors were then incorporated into the
BiLSTM framework. The performance aspect of this model such as accuracy score, f1
measures, recall, and precision was tested and compared with the other sentimental ana-
lysis models such as RNN, CNN, LSTM, and Naive Bayes. The proposed model achieved
a precision of 91.54%, an f1 score of 92.18% and a recall value of 92.82%. The study
(Aslam et al.; 2022) describes the development of a Depp learning-based model with
non context-based embeddings that can analyse social media data on both emotions and
sentiments. For sentiment analysis, the author combines two recurrent neural networks,
the LSTM and GRU (gated recurrent unit), with a variety of deep learning algorithms,
including TF-IDF, word2vec, and bag of words. and used Text2Emotion and TextBlob
to analyse emotions. The suggested model performed well in terms of sentiment and
emotion analysis, with an accuracy of 99% for sentiment and 92% for emotions for the
tweets. This study is restricted to analysing the sentiments and feelings expressed in
tweets, which can then be utilised to forecast cryptocurrency prices.
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2.2 Review of Sentiment analysis Using ELMo Embeddings

The precise meaning of the given word in the text along with context cannot be cap-
tured by traditional word embedding algorithms like Word2Vec and GloVe, because they
can only output a single semantic vector. To overcome this problem and to capture
contextual-based sentiment scores the ELMo embedding model which is a contextual-
based natural language processing model with an SVM classifier was used in a framework
created for the study (Verma and Sharma; 2020). The social media data utilized in this
system were scraped and passed through ELMo embeddings to provide a vector form
that the SVM classifier could use to categorize the sentiment data into positive, negative,
and neutral categories. Additionally, this sentiment data is utilized to investigate the
correlation between Twitter data and changes in the price of bitcoin. The duration of
this study was only one year, and it’s highly possible that the price of bitcoin fluctuated
considerably during that time. As a result, more prior data can be examined to improve
the outcomes. The authors of another research (Nurifan et al.; 2019) developed a hybrid
approach to do aspect-based sentiment analysis that used the ELMo embeddings with
Wikipedia data as keywords extraction. This model is used to collect and process data
from a restaurant review website, and the results are contrasted with the other aspects
models such as Aspect Term Extraction (ATE), Aspect Keyword Extraction (AKE), As-
pect Categorization (AC) and Sentiment Analysis (SA). As a result, the ELMo-Wikipedia
outperformed other models, with an increase in the f1 measure of 6%. The author of the
paper (Yang et al.; 2021) used the ELMo embedding model to generate the vector for
the comments which were captured from a Chinese website ‘JingDong’ and pass this
generated vector to the RNN network to get the sentimental scores. This hybrid model
performed well with 88.91% of accuracy. The authors of the research(Othan and Kilimci;
2021), compared BERT, ELMo, and ULMFiT with other contextualized word embedding
algorithms. These methods were used as an input layer in convolutional neural networks,
recurrent neural networks, and other deep learning models (LSTMs). The investigation’s
findings demonstrated that, with an accuracy of 88.92, the ELMo word embedding offered
the best embedding model among all others.

2.3 Review of Sentiment analysis For Cryptocurrency price pre-
diction

For verifying the relationships between social media data and cryptocurrency prices the
author of the paper (Inamdar et al.; 2019) created a system to forecast the price of the
Bitcoin cryptocurrency for the following two days. For sentiment analysis, the author
used RNN and LSTM and employed a random forest algorithm to estimate the price
of bitcoin for the next two days. The created method accurately forecasts the price of
bitcoin for the next two days, with the projected and real prices of bitcoin having the
lowest MAE of 2.75 to 3.18 and the lowest RMSE of 13.70 to 15.16. The author used
historical Bitcoin-related statistics to show that this technique was effective. As this
was only confined to two days, the error rate can also be reduced by using numerous
sources of data and longer-term predictions. A model that was developed in the paper
(Dulău and Dulău; 2019) makes use of sentimental analysis for various user data sources,
including Reddit and Twitter, using the Stanford CoreNLP and IBM Watson sentiment
analysis systems. The top five cryptocurrencies by market share were picked for the ex-
periment’s goal in order to gather a significant amount of data. Additionally, the system
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used data from coinmarketcap to compare model performance to anticipated and actual
values. The created algorithm analysed sentiment using more than 7000+ social data.
Language processing and extensive data sets can be used to enhance the outcomes. The
authors of the research, (Gurrib and Kamalov; 2021) built a system to predict the value
of the Bitcoin cryptocurrency by combining the Linear Discriminant Analysis (LDA) and
a Support Vector Machine model. The algorithm used data from multiple news headlines
and coinmarketcap data to do sentiment analysis, and it then forecasts the direction of
the Bitcoin price the following day (BTC). A trained model using data from the previous
five years processed the test data, and the model did well with an accuracy of 58.5%.
Since this system was solely designed to anticipate the price of Bitcoin, it cannot be used
to predict the price of other cryptocurrencies. Additionally, the performance of test data
can be improved by employing cutting-edge sentiment analysis algorithms like LSTM and
VADER.In the Paper (Valencia et al.; 2019), the author proposed a model that extended
time series forecasting through the application of machine learning and sentiment ana-
lysis approaches. The model can anticipate the performance of multi-layer predictors,
SVMs, and random forest algorithms, as well as the four most popular cryptocurren-
cies, including Bitcoin, Ethereum, Ripple, and Litecoin. With accuracy rates of 72%
for bitcoin (BTC), 44% for Ethereum (ETH), and 64% for Ripple (XRP), the project’s
results demonstrated that MLP performed well in the cases of the three cryptocurren-
cies. The SVM model performed well for Litecoin (LTC), with an accuracy rate of 66%.
As the author carried out sentiment analysis using machine learning techniques. To im-
prove the model’s accuracy, deep learning techniques like LSTM and T-MLP (temporal
multi-layer perceptrons) might be applied. Based on information from social media, a
technique for predicting a two-hour cryptocurrency price was developed in the paper
(Jain et al.; 2018). For this analysis, the author selected the cryptocurrencies Bitcoin
and Litecoin due to their significant user bases and market capitalization. The author
used a multivariate linear regression model to predict the price of the cryptocurrency.
The developed algorithm correctly anticipated the price of Bitcoin and Litecoin with an
accuracy of 44% for Bitcoin, indicating that Bitcoin’s price is unaffected by sentiments
in contrast to Litecoin’s price, which was correctly predicted with an accuracy of 59%.
By utilizing additional social factors like user popularity, user network, and other social
sources, this prediction system’s performance can be enhanced. The sentiment analysis of
tweets to gather thoughts about cryptocurrencies and data from Google search trends to
generalise public interest in cryptocurrencies are discussed in the paper (Abraham et al.;
2018). For this study, two prominent cryptocurrencies, such as Ethereum and bitcoin,
were chosen based on market capitalisation. The author used the NLP Vader algorithm
to do sentiment analysis on the collected tweet data and Pearson R on Google Trend
data to determine a correlation between changes in cryptocurrency prices and changes in
Google search trends. After using the author’s model, it was possible to anticipate price
change direction with more accuracy. This study demonstrates how sentiment from many
tweets and Google Trend data may be used to forecast the movement of cryptocurrency
prices. As the author utilised the Vader linear model to determine how cryptocurrency
prices fluctuate. The employment of a complicated model rather than a linear one can
boost performance. Using a novel approach that can recognise cryptocurrency-related
Twitter bots, sentiment analysis was performed on the top nine major cryptocurrencies,
including Bitcoin, Ethereum, XRP, Bitcoin Cash, EOS, Litecoin, Cardano, Stellar, and
TRO (Kraaijeveld and De Smedt; 2020). A lexical-based system was used to perform
sentiment analysis, and McDonald’s financial corpus tokens and the VADER algorithm
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were implemented as baseline tools for the system’s development. When examining the
polarity scores of nine cryptocurrencies, the author found that they had a mean polarity
of 0.33 for favourably skewed data at the time. This approach successfully identified the
Twitter bot accounts by 1-14%. This technique can be utilised for other cryptocurren-
cies; however, it is only limited to 9 now. The performance of the newly established
unique system for forecasting the direction of the cryptocurrency price was discussed by
the authors of the paper, (Vo et al.; 2019) The system used natural language processing
techniques, such as RNN, for the prediction of sentiment scores using LSTM on histor-
ical price and sentiment to carry out time series data analysis. This system examined
data for a span of the previous seven days. This system performed well with a mANE
value of 1.36, which measures the error rate between the predicted and real value. This
technique can forecast price direction, allowing investors to base their decisions on the
forecasted direction. This study found that the performance of this approach is at its
lowest during periods of major upswings and downswings in ETH prices. A hybrid model
for estimating the value of several cryptocurrencies, including Dash with Litecoin, Bit-
coin, and Bitcoin Cash, was introduced in the paper (Parekh et al.; 2022). To assess the
model performance for the combination of cryptocurrencies and provide a more precise
framework for cryptocurrency price prediction, this study also examined the performance
of a single cryptocurrency with several cryptocurrencies. The historical pricing for these
cryptocurrencies confirms the forecasted price. The created framework improved senti-
mental analysis and price prediction by combining the Vader method with the LSTM
model. The model accurately forecasted the price for the following 30 days using this
framework, with the lowest MSE of ¡0.01, MAE of ¡0.08, and MAPE of ¡4.7 error rates.
The major goal of this study was to offer a framework for predicting the price of a partic-
ular cryptocurrency. This framework can be used to analyse or predict the price of other
well-known cryptocurrencies.

2.4 Conclusion

Therefore, considering the whole of the preceding linked to research in the disciplines,
several machine learning and Natural language processing (NLP) methodologies were
applied to forecast or predict the price of cryptocurrencies to investors. However, con-
sidering the previous studies, a specialized and customized recommendation system for
suggesting the top 10 cryptocurrencies to investors has not yet been created. The author
made the decision to create a model that can conduct contextualized based sentiment cat-
egorization to close this gap and assist investors in making more money by recommending
the best cryptocurrencies.

3 Sentimental Classification-Based Methodology and

Design Specifications

3.1 Sentiment Analysis for Cryptocurrency Recommendation
System

In data mining-related research, KDD or CRISP-DM approaches are typically used, al-
though in this case, CRISP-DM works best because it allows for the deployment of models
at the business layer. The steps of Business Understanding and Deployment are included,
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which makes it different from the data mining procedures examined by KDD. The up-
dated six stages of the CRISP-DM model for aspect-based sentiment analysis of Twitter
data are described in the sections that follow (Figure 1).

Figure 1: Modified Methodology for Sentimental Classification-Based System

3.1.1 Business understanding

The purpose of this project is to identify potential data mining-based commercial solu-
tions for automating the work of recommending the top ten cryptocurrencies of the day
to investors based on the sentimental classification of social media data. This will make
it easier for a potential investor to invest in such cryptocurrencies and gain profit.

3.1.2 Data Understanding and Selection

Data has been scraped from two separate sources. The data for the top 30 trending
cryptocurrencies of the week is retrieved from the trending tab of the coinmarketcap
website as the initial source. Following the initial source’s extraction of the top thirty
cryptocurrencies’ names into a JSON file, all the names are sent via a Python script to
collect data from Twitter about each cryptocurrency individually and save all the tweets
in CSV files with respect to their name.

3.1.3 Data Preparation

For the first data source, the data cleaning phase is completed at the time of data capture.
For the second data source, data cleaning has been completed by a python script that
removes unwanted columns and rows from each dataset of thirty cryptocurrencies as well
as URLs, special characters, usernames, hashtags, and stop words from tweets. In this
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step, word lemmatization was also carried out to ensure that each word mapped to its
root word. Additionally, several cleaned dataset CSVs containing clean tweets for each
cryptocurrency were created.

3.1.4 Data Modelling:

The suggested model combines two deep learning models: the first is ELMo embedding,
which uses clean data to train it and creates vectors for each word depending on the
context of the tweet. These vectors are then fed into the second deep learning models
such as Simple RNN (a fully connected RNN) and Bidirectional LSTM (biLSTM).

3.1.5 Evaluation

In this step, the performance of the proposed model is assessed using a range of factors,
including the accuracy matrix and loss function.

3.1.6 Results and Deployment

The list of all the cryptocurrencies that are recommended based on the sentimental
classification with the best-performed model will be displayed.

3.2 Project Design Flow

Figure 2: Project design flow for Sentimental Classification-Based System

The recommendation system for the top ten cryptocurrencies of the day’s project
design process (shown in Figure 2) consists of three layers (i) the training data layer,
(ii) the data modelling Layer, and (iii) the deployment layer. In the training data layer,
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data scraping and pre-processing are represented, In the second layer, all modelling-
related data that are based on the deep learning approach are represented and the top
10 cryptocurrencies are displayed to subscribers through the console in the final layer.

4 Implementation and Evaluation of a Sentimental

classification-based System

The project has been developed on a macOS operating system with a 256GB SSD and
8GB RAM. This system setup is appropriate for this study since ELMo embedding and
recurrent neural networks involve a lot of processing power. Furthermore, the model and
the framework were developed using Python 3.9 or later, the Jupyter Notebook, and
PyCharm IDE.

4.1 Training and Testing Data Preparation

In this study, Twitter is the source of the social media data used to identify the top 10
cryptocurrencies. To collect information on cryptocurrencies from Twitter, a full-fledged
framework was developed. This framework includes several scripts for data preparation,
cleaning, transformation, and modelling for the datasets. For this task, a python-based
selenium script was created to scrape and store the top thirty trending cryptocurrency
names from the coinmarketcap.com website into a JSON file. Another Python-based
script was developed that utilized Twint API and the names from the JSON file to
collect public opinion data from Twitter and store them in CSVs for each of the thirty
cryptocurrencies.

For the training dataset, almost 3,81,845 cryptocurrency-related tweets were success-
fully collected and saved into a CSV file. As the raw dataset was dirty, The Training
dataset contains several undesired characters, pictures, videos, and hashtags. These must
be removed at the pre-processing step since they have an influence on the calculation of
the sentiment score for each tweet (Jianqiang and Xiaolin; 2017). Likewise, special char-
acters like the question mark (”?”), exclamation point (”!”), the semicolon (”;”), and
”@” are deleted during pre-processing since they just add to the quantity of data needed
for analysis and have no effect on polarity calculations. It was cleaned using several pre-
processing methods such as stop-word removal, hashtag removal, URL removal, tokeniz-
ation, and lemmatization operations with the use of nltk packages like word tokenize and
WordNetLemmatizer libraries.

The pre-processed tweets must be classified considering this study involves the su-
pervised machine learning technique. The pre-processed dataset is labeled using the
state-of-the-art NLP framework Flair, which grades each document positively or negat-
ively to indicate sentiments. The open-source natural language processing toolkit Flair
is quite effective. It is mostly used for text categorization, text embedding, named entity
recognition (NER), parts of speech (POS) tagging, and text classification to get insight
(Ahmad and Edalati; 2022). There is no fixed guideline for the positive or negative sen-
timent score; this is just how the author set up the experiment. To categorises the data
as either positive or negative sentiments, the author employed the k-means clustering
method from scikit-learn in Python with a 2-cluster size. A total of 62,386 cleaned and
transformed tweets have been categorised, with 32,445 of them being positive and 29,941
being negative.
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4.2 Data Modelling

Following the labelling of each tweet with Flair, the pre-processed dataset is prepared
for classification. The tweets must be converted into a numerical representation since
machine learning algorithms cannot interpret plain language. In the field of natural
language processing (NLP), a method known as word embeddings captures the inter-word
semantics by representing individual words as vectors in a smaller-dimensional space.
There are many popular Word Embedding techniques, including One Hot Encoding, TF-
IDF, Glove, Word2Vec, and FastText (Rhanoui et al.; 2019). Most of the word embedding
methods simply produce one vector (embedding) for each word, regardless of the context
in which the text has been used, and then combine all the word’s many meanings into
one vector representation. Although ELMo and BERT embeddings rely on the context in
which a word is used, these models provide distinct vector representations (embeddings)
for a common word.

For this recommendation system, ELMo embedding is combined with a neural network
to conduct sentiment categorization for Twitter data for each of the thirty cryptocurren-
cies. ELMo embedding, a contextual word embedding technique, is used in this research
to design a model that can classify the top thirty trending cryptocurrency tweets daily.
ELMo embeddings are simple to include in existing models and considerably advance the
state of the art for a variety of difficult NLP issues, such as sentiment analysis, textual
entailment, and question answering. To finalise the model that can identify the top ten
cryptocurrencies out of the top thirty cryptocurrencies, two experiments were conducted
in this research that can perform sentiment classification on the latest retrieved tweets
with positive and negative sentiments. ELMo is a unique technique for representing texts
in vectors or embeddings that may be fed to neural networks to carry out sentiment
classification as contextual-based NLP tasks. To get a more accurate result for both
experiments, the dataset is split into three sections: training data (60%) and validation
data (20%) and test data (20%).

In the first experiment, the vector generated from ELMo embeddings will be used in a
bidirectional LSTM model architecture’s embedding layer. Bidirectional LSTM is a kind
of recurrent neural network mainly used for natural language processing. In contrast
to a standard LSTM, it can utilize data from both directions, and input can go both
ways. It is an effective tool for identifying the correlations between words and phrases
in both directions of the sequence. For the Second experiment, vector embeddings that
are generated from ELMo were used along with regularisation to prevent over-fitting in
a fully connected recurrent neural network. For both experiments, accuracy and loss
functions were used to evaluate the model performance.

4.2.1 Implementation of ELMo embedding

To create a model that can do sentiment classification on the top 30 trending Crypto-
currency social media data. The purely character-based nature of ELMo word repres-
entations enables the network to create reliable representations for tokens that were not
observed during training by using morphological cues. It creates word vectors during
runtime, in contrast to other word embeddings. A system created by the author uses
ELMo contextual-based embedding to produce 3-dimensional vectors for each of the data.
Where the first dimension is the number of training samples, the second dimension de-
notes the length of the longest string in the input string list, and the third dimension
denotes the length of the ELMo vector, which is 1024.
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4.2.2 Implementation, evaluation, and results for the ELMo embedding with
a bidirectional LSTM Model

The author built a model where the output of the embedding layer connects with the
input of the biLSTM layer as per objectives 1.2 with a recurrent dropout of 20% to
perform regularization on the recurrent state and a dropout of 20% for regularization on
the inputs. The output of the biLSTM layer relates to a dense layer of 128 output neurons
with the ReLU activation function to prevent the vanishing gradient issue and improve
the computation speed. The dropout for this layer was set to be 50%. To accomplish
binary classification, the output of the previous dense layer was combined with the input
layer of the following dense layer, which is considered as an output layer with one neuron
and a sigmoid activation function to handle binary classification. The sigmoid function is
especially suitable for models whose output is a probability prediction since it can handle
binary classification. It is the best choice since everything only has a chance to happen
between 0 and 1. Also, as the target variable is binary, the model was built using binary
cross entropy as a loss function and Adam optimizer for the quicker calculation time and
it needs fewer parameter tuning and performance-evaluating parameters as an accuracy
matrix.

Figure 3: ELMo Embedding with Bidirectional LSTM model

Evaluation: The model’s loss curve and accuracy are shown in Figure 4 respectively.
By identifying underfitting or overfitting issues on the training and validation data, these
learning curves help to establish and improve the performance of the specified Bidirec-
tional LSTM model. The training loss is virtually lower than the validation loss, and it
steadily reduces towards the stability point on the loss curve shown in Figure 4 revealing
a generalization gap. The training accuracy curve exhibits a sharp peak, followed by a
moderate rise for training data and a modest increase for validation data. The model has
a respectable fit overall after 7 epochs of training with a 128-batch size. The accuracy of
this model was 96.28% for training data and 86.30% for testing data.
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Figure 4: Accuracy and Loss learning curve for First Experiment

4.2.3 Implementation, evaluation, and results for the ELMo embedding with
a simple RNN Model

Figure 5: ELMo Embedding with Simple RNN model

As shown in (Figure 5), For the second experiment as per objectives 1.2, the ELMo
Embedding layer node to a fully connected recurrent neural layer with 512 output neurons
to create a neural network. The output of the simple RNN layer is connected to another
dense layer with 128 output neurons. The author then connects the preceding dense
layer output to the final dense Layer, which is a representation of the neural network’s
output. An activation function of the first, second, and third dense layer was configured
by the author to be ReLU to produce the more accurate sentiment class label (positive or
negative) for each tweet. The Keras kernel regularize parameter was utilized to impose
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regularisation in the first dense layer to prevent overfitting. For multiclass classification
tasks like this dataset, the usage of sigmoid in the output layer will be extremely suitable.
The author utilized binary cross-entropy as the loss function since the dataset is labelled in
a binary class. The Adam optimizer is a good alternative for optimizing the model during
compilation, and the author also included accuracy as a metric for model performance.

Evaluation: A steady line in the accuracy for the model’s training and validation
could be seen in the learning curves (Figure 6) through the seventh epoch, which indicates
that the model is not being correctly learned by the dataset as it reaches stability. How-
ever, the loss curve for train and validation data shows a little drop up to the first epoch
and then stabilizes thereafter for a total of seven epochs. The model thus performed very
poorly with a batch size of 128, with an accuracy of 58.80%, on the testing data.

Figure 6: Accuracy and Loss learning curve for the Second Experiment

5 Results and Discussion

This section compares and discusses the performance of the bidirectional LSTM model
and the simple recurrent neural language model with ELMo embedding. The primary goal
of this research is to create a model that can employ context-based embedding, as ELMo
used in this study with a neural network that conducts sentiment classification daily of
cryptocurrency tweets 1.2. The efficiency of the developed models was compared based on
the loss function and the model’s accuracy. According to table 1, when compared to the
Simple RNN model, the performance of the generated model that used ELMo embedding
with the Bidirectional LSTM model performed well. The best model performed well,
scoring 93.69% on training accuracy, 86.34% on validation accuracy, and 86.29% on test
accuracy.

The second experiment, ELMo with Simple RNN, performs the worst, with a training
accuracy of 59.01% and test data accuracy of 58.80%. The model using ELMo embedding
with biLSTM worked effectively, as seen by the loss and accuracy learning curves for the
training and validation dataset.
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Table 1: Model Performance
Accuracy and Loss

Model Train Data Validation Data Test Data
ELMo with bidirectional LSTM 93.69%, 0.1512 86.34%, 0.3962 86.29%
ELMo with Simple RNN 59.01%, 0.6768 58.53%, 0.6786 58.79%

6 Deployment

This section discusses the framework that has been put in place for advising investors
to buy the top 10 cryptocurrencies. This framework was created with the intention of
assisting investors in making more money by suggesting the day’s best cryptocurrency
depending on general opinion. This framework is currently being developed as a console-
based application that can do the following things:

1. Extract from the coinmarketcap1 website the top 30 trending cryptocurrency names
and save them as JSON.

2. The Tweets for each of the thirty cryptocurrencies are then extracted from Twitter
using the Twint API and placed in thirty distinct CSV files according to their
names.

3. The thirty CSV files will undergo data cleaning and transformation operations.

4. The cleaned data will be used by the trained model, which will then conduct sen-
timental categorization.

5. Recommending the top ten most favourable cryptocurrencies on the console based
on public opinion (Figure 7).

Figure 7: Top 10 Cryptocurrencies Recommended by Developed System

1https://coinmarketcap.com/trending-cryptocurrencies/
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7 Conclusion and Future Work

Developing a recommendation system that can suggest the best cryptocurrencies to in-
vestors for them to make more money depending on the current public sentiment. Re-
search has been done in the past to do sentiment analysis using different approaches, and
most of them employ non-contextual based embeddings with the neural network because
of this the performance of the system was not satisfactory since the model was not able
to capture the context of the text. As a result, the research is being done in a manner
that the evolving model will leverage contextual-based embedding in cooperation with a
neural network to do more effective sentimental classification. The created model aims to
classify the sentiment of the social media data according to the context as either positive
or negative (1 or 0). To capture the text’s context and produce the word vector, the
developed model makes use of ELMo Embedding’s strength. For classification, this word
vector is later fed into the simple and bi-directional RNNs. Therefore, the first experi-
ment worked better than the second experiment due to the usage of bi-directional LSTM,
which had an accuracy of 93.69% for the training dataset and an accuracy of 86.29% for
the test dataset.

The top-performing trained model was then preserved, recovered, and used to suggest
the top ten cryptocurrencies out of the top thirty trending cryptocurrencies by performing
the sentimental classification daily. According to recent social media comments, adopting
this recommendation algorithm might help investors enhance their earnings by recom-
mending the top 10 cryptocurrencies. This system takes a significant amount of time to
do sentiment classification using the existing model, but it may be improved in the future
by adding additional text-based filters and preventing the development of dense layers.
In the future, the approach might be implemented on a website that also allows members
to receive emails.
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