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Abstract 
The pandemic of 2019 is known to everyone, as it significantly impacted everyone's 

life. The pandemic took a toll on the economic as well as the mental situation of the 
people. In such a situation, it became difficult for the government in meeting everyone's 
needs. Social media paved the way for the government to analyse the situation based on 
the people's opinion and their mindset towards the pandemic. Once the vaccination was 
available in the market for public usage, it was also noticed that people had hesitations in 
getting vaccinated as many rumours were spreading around by word of mouth and 
through the reviews that were posted on social media platforms. As per the research, the 
Covid-19 vaccination proved to be effective in fighting against the virus. Anyways, the 
public had different opinions about the effects of vaccination. So, it has also become 
important for the government to analyse the people’s opinions about the different 
vaccination, which could be done using the sentiment analysis approach applied to the 
data generated from social media platforms. 

 
Keywords: BERT - Bidirectional encoder representation from transformers, LSTM - 
Long short-term memory, NLP - Natural language processing, Pre-trained Sentiment 
Analysis Models, Opinion Mining. 

 

1 Introduction 

The research that I have developed is all about finding the sentiment of the COVID-19 
Vaccination review text using the different algorithms and models as the collective results 
from all the models would help to take finite sentiment results. Usually, the sentiment results 
could be classified [11] as positive, negative, neutral, sarcasm, etc. Anyways, for this 
research, the classifications are limited to positive, negative, and neutral. The primary model 
that is developed out of this research is using the Bidirectional Encoder Representations from 
Transformers (BERT) algorithm and other the models like LSTM, pre-trained models [12] 
are used for comparison so that the optimal one could be chosen for the further enhancements 
in the future phases. Alternatively, if all the selected models are working in the best way, then 
extracting an overall result by assigning a weightage for the results of the chosen models 
would result in a fusion model. 

 

1.1 Background And Motivation: 
 

The background of the research work is about the reviews that flooded the internet 
during and after the pandemic. Before the invention of the vaccine, the mindset of the people 
was different, as they thought the vaccine would help them from recovering or not getting the 
disease at all. After the vaccine got invented there existed other problems such as a shortage 
of vaccines, effects of the vaccine, types of vaccines, and deaths due to the vaccine [13]. The 
reviews in both the online and offline methods need to be analysed. The analysis needs to be 
done as there were several companies producing different vaccines, and it was important to 
identify the effects of all the vaccines that are available for public use. People had a lot to talk 
about the pandemic, ongoing economic crisis, mental health, awareness, and vaccine. The 
people's opinions mostly could be massively gathered from social media platforms. The 
reviews or the views were about everything related to the situation. These reviews could help 
the government to understand the impact of the situation and to eliminate the vaccines that 
cause real side effects. The sentimental analysis could be done on the reviews of  the 
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vaccination because it showcases the people’s feelings towards the pandemic and its 
outcome. 

 

1.2 Research Question: 
 

The research question mentioned below helps to keep the focus towards the technical 
aspects of the proposed research. 

 
1. How far the Bidirectional Encoder Representations from Transformers (BERT) approach 
would be optimal for the sentiment analysis implementation? 

 
2. Does this research helps to extract the results of the comparison between the custom- 
trained models like BERT and LSTM with the pre-trained models like Vader and Text Blob? 

 

1.3 Aim Of the Research: 
 

The main aim of the chosen research is to analyse the reviews of vaccination as it 
induced different feelings in different people. In technical aspects, the aim is to build a 
sentiment analysis system which would be efficient for finding the sentiment score, specific 
to the COVID-19 vaccination data. During the initial stage of vaccination there was reported 
no death due to the vaccine but as the days goes by there existed death due to vaccination. 
The deaths due to vaccinations are believed to be rumours. While some people are affected 
by that rumour. Such people fear getting the vaccination done. The government with the help 
of these reviews analyse their mind and find ways in creating awareness among people. To 
eradicate this very thought in people's minds the government conducted mass vaccination 
camps to indulge many people in vaccination. These mass vaccination camps proved to be a 
success in different parts of the world. The government could further target a large set of 
audience using technical advancements like deep learning techniques to ensure most of the 
public is getting vaccinated. 

 

1.4 Scope Of Work: 
 

The scope of the work is to develop a model that accepts the COVID-19 vaccination- 
related text and to identify whether the text is positive, negative, or neutral. In terms of 
training, the scope is to select the dataset which was already processed and available online 
so that I could make use of it for the model training. The scope could be wider to scrap the 
data from online and use it for model training, anyways due to the limited time available for 
the model development, the scope is limited to use that dataset that is readily available. In 
terms of models, developing a minimum viable product (MVP) version is set as the scope, as 
the MVP version would've limited features when compared to the production version which 
usually has all the required features implemented. 
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1.5 Objective and Hypothesis: 
The main objective of the research work is to create models that could classify the 

COVID-19 vaccination reviews into positive, negative, and neutral. The objective is also set 
to prove that RoBERTa, a BERT-based model is performing well when compared to the 
other models. To meet the objective, the plan is set to create multiple models so that the 
developed models could be compared and the best one would be chosen based on the 
evaluation results. Identify the related works that were done in the related area, so that the 
steps in the approach could be more finite and would help to achieve the intended research 
development. 

 
Hypothesis: Choosing the BERT-based pre-trained algorithm for the sentiment 

analysis development would be more efficient when compared to deep learning models like 
LSTM, and sentiment analysis libraries like Vader, and Text Blob as the BERT model allows 
the addition of context-specific data layers. 

 

1.6 Limitations: 
 

The research work has a few limitations as I have set the scope to develop only the 
MVP version of the models. The primary limitation is the volume of data that is used for 
training the models. In our research, a couple of pre-trained models - Vader and Text Blob 
are used, which wouldn't get impacted by the limitation in the dataset size as it was already 
trained with the huge volume of data. Anyways, when it comes to the BERT and LSTM 
model, having a limited dataset would impact the accuracy of the model as it has limited 
knowledge about the domain data that it is trained with. The reason for having the limited 
dataset is due to the limited hardware and software configuration that is used for model 
training. The limitations would be overcome in future phases. 

 

1.7 Stakeholders of the Research Work: 
 

The stakeholders are the people who would be using the application for them to make 
the business decision. This research might have more than one stakeholder group. For 
example, let's take the European Medicines Agency (EMA) [14] which is an organization that 
closely watches the drugs that are available to the public across Europe. The drug usually 
follows a different life cycle like the development phase, testing phase, approval for public 
usage phase and then the monitoring phase, in which the side effects of the drugs would be 
monitored as there is a high possibility of having the side effects after using it over a period. 
So here the EMA agency would use the sentiment analysis model that I have built to keep 
track of people's opinions about any drug that is in the monitoring phase. On the other hand, 
even we have agencies like Eudora which is deployed to observe the adverse drug effect 
which is one of the main reasons for medical deaths. The government could also use the 
developed model for understanding the people's opinion towards getting vaccinated so that 
the campaign [15] content could be targeted to answer the people's questions about the 
vaccination effects. 
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2 Related Work 

The background was done in different areas like opinion mining/sentiment analysis, 
technical fields like Natural language processing, implementing deep learning modelling 
techniques and so on so that I could identify if any gaps exist in the solutions that were 
already built, the approach that needs to be followed for the research development so that I 
would identify the purpose of the research that is developed out of this research. 

 

2.1 Opinion Mining 
 

The term opinion mining is all about extracting the opinion of people using the 
techniques like analysing social networks [1]. The traditional way of performing the 
sentiment analysis is just analysing the textual data, anyways in the modern approach opinion 
mining could be done from different data types like images, videos, expressions, etc. 
Different algorithms were identified as a suitable one for the implementation of the sentiment 
analysis concept. In the modern era, big data takes a major role as it could be able to process 
the huge volume of data that is generated from social media platforms. The concept of 
opinion mining could be used in a wide range of applications like predicting the stock market 
price, forecasting the winning political party, movie reviews, etc. As per the research [2], 
deep learning has shown a great result in performing sentiment analysing using the concept 
of artificial intelligence. 

 
Sentiment analysis follows different approaches [3, 4] to classify the social media 

text. Some of the approaches are Machine Learning Approach, Hybrid Approach, Lexicon- 
Based approach, Graph-based approach and so on. On the other hand, text-based sentiment 
analysis could be applied at 2 different levels. The first one is the sentence level and the other 
one is the entity level. The primary limitation in performing the text-based sentiment analysis 
is the limitation in the text size also the short forms that are used in review texts. The lexicon- 
based approach is a widely used approach to find the polarity score of the textual message. 
The primary advantage of the lexicon approach is it doesn't require the model training phase 
[5]. Different platforms were created using the lexicon-based approach and it is also deployed 
to be consumed by social media platforms for getting the polarity score for the texts that are 
posted on the platform. 

 
To Summarize, the research work that was done on the opinion mining/sentiment 

analysis area was reviewed so that I could understand all the possible options that are 
available in the opinion mining area which would help our implementation. The different 
approaches that could be followed in performing the sentiment analysis are discussed. The 
research papers also help to identify the problems that could raise in opinion mining. For 
example, the text length not being enough for finding the sentiment polarity helps to 
anticipate the situation when the data is pre-processed and taken into the model for the 
training process. 
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2.2 Natural Language Processing 

Natural Language Processing (NLP) is the research area which enables the computer to 
understand human language [6]. The primary aim of NLP programming is to create a system 
that understands human language exactly how we understand the language. In this way, 
computers could be enabled to perform actions based on user input in the same language that 
human beings speak. For example, speech recognition software works based on NLP 
programming. Several research also took place for multilingual processing using NLP 
programming. Some of the problems that we face in natural language processing are the 
thought process of the human being, next is the representation of the text and the third one is 
the knowledge that the world would keep on updating. To handle all these problems, the NLP 
system would need to be progressed by adapting to enhanced approaches. For example, the 
initial NLP version analyses the text at the word level using the morphological pattern. 
Anyways, later it is moved to the sentence level analysis to understand the whole context 
including the grammar. The current NLP libraries work using the knowledge-based approach. 

 
The pre-trained NLP based model BERT has been used for building the sentiment 

analysis tool which works on aspect-based [7]. The research aimed to develop a prediction 
code that predicts sentiment polarity. The major problem in the aspect-based approach is 
performing the sequence tagging, whereas in a few other approaches we face the 
classification program. The BERT pre-trained model is compared to word embedding layers 
which have specific tasks assigned to them. The usual problem in preparing sentiment 
analysis models is not having a sufficient dataset to build a sophisticated model. So to 
overcome this problem, new layers were introduced which hold the context-specific word 
embeddings that work with the pre-trained layers. Instead of building a task-specific network, 
finetuning the pre-trained network with the task-specific information would potentially help 
us to improve the performance of the model. 

 
To Summarize the background study of the natural language processing topic, the base 

idea of Natural language processing is discussed along with the evolutions that happened in 
NLP, which helps to gain a clear picture of the problems that NLP could in making it work. 
Discussions were also made on the BERT pre-trained technique that uses the NLP logic as 
the base for performing the tasks like sentiment analysis, answering user questions based on 
the data trained and other text-based processing. From the study, instead of developing a 
sentiment analysis model from scratch using the training data is less efficient when compared 
to the approach of using pre-trained models like BERT and adding additional data layers 
would be more efficient and provide room for enhancements in the model. 

 

2.3 Deep Learning Approach 
The deep learning approach has developed a lot in applying the sentiment analysis 

technique with the progress in big data analytics and NLP programming [8]. In developing 
the sentiment analysis model that works on cryptocurrency data, the implementation of long 
short-term memory (LSTM) has shown a phenomenal result. With the results obtained, it 
could be stated that recurrent neural network programming works best for solving sentiment 
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analysis problems. The research also states that the deep learning algorithms outperformed 
the machine learning-based approach algorithms like the Support vector machine. The fully 
connected layers in LSTM, the activation functions to output the predictions and the 
embedding feature vector components are used to generate the sentiment polarity. Deep 
neural algorithms have shown great achievements in generating successful results in 
sentiment analysis. The LSTM networks could be excellent in performing the learning 
operation from the dataset that is provided for model training as the network layers in the 
LSTM model works like a human brain. Anyways, the LSTM approach has limitations in 
terms of the model getting trained with common sense facts to perform the intended task. 
Aspect-based sentiment analysis is suggested in the search [26] by using the deep neural 
sequential model. The extension of the LSTM model is proposed to have a hybrid version of 
the sentiment analysis model which is called Sentic-LSTM. The evaluation was done on the 
developed hybrid model and the results were outperforming when compared to the model just 
built using the LSTM algorithm. 

 
To summarize, I have identified that deep learning algorithms also could be considered 

for performing sentiment analysis. Business requirements could be developed using multiple 
algorithms so that the results could be compared and select the best-fit model for the 
production environment. To perform the same in this research, the deep learning model 
LSTM is chosen as a potential candidate for developing the COVID-19 vaccination sentiment 
analysis and comparing it with the BERT model that was identified previously. Some other 
research also has shown tremendous performance even with the LSTM model but with 
adding more layers to have a hybrid version of the LSTM model. The more layers that are 
added to handle the context-specific data help in generating the LSTM model with could 
perform better. 

 

2.4 Sentiment Analysis Tools 
The Valence Aware Dictionary for sEntiment Reasoner (VADER) is developed by 

Gilbert and works on the base of rules to perform sentiment analysis. The VADER approach 
has shown benefits when compared to the other traditional approaches like LIWC [21], which 
is based on Lexicons [9]. The Vader model is aware of the expressions that are posted on 
social media platforms, and on the other hand, the model is generalized to handle cross- 
domain data. Even though the VADER is a rule-based analyser, it used the lexicons when 
providing the sentiment score for the social media review text. The analyser could classify 
the review text into positive, negative, or neutral scores along with the compound value, 
which states the overall sentiment result. The tool internally uses the NLTK [24] package. 
Text Blob is developed using python coding and it has a basic API structure to access the 
endpoint which accepts the input value and provides the sentiment result after performing the 
required NLP tasks. It has a few limitations in using the Text Blob as it just provides only the 
subjectivity and polarity of the text [10]. On top of that, the text blob is not designed the 
process the emojis which could also be used as a source for finding the sentiment score. Also, 
it has limitations in analysing emotions. 

To conclude, analysing the pre-trained model tools in the area of sentiment analysis 
helps to understand the need for a domain-specific model that is trained with specialized data. 
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Literature Review Papers Summary Of the Paper 

A survey on sentiment analysis 
and opinion mining for social 
multimedia (2018) 

The idea of extracting people's opinions and attitudes from social
media is mentioned in this research. It also highlights the
conventional way of applying sentiment analysis with the modern
approach. The comparison helps to identify the enhancements 
required in the sentiment analysis field. 

Deep learning for sentiment 
analysis: successful approaches 
and future challenges (2015) 

This research explains how far deep learning programming is
emerging in the field of applying sentiment analysis. It is stated
that the state-of-art is tremendously improved in performing the
intended task in sentiment analysis. The challenges in extracting 
the essential features are also highlighted in the research. 

Like It or Not: A Survey of 
Twitter Sentiment Analysis 
Methods (2017) 

This research highlights the importance of using Twitter data for 
performing the analysis as people large share their opinion on the 
platforms like Twitter. 

A Survey and Comparative 
Study of Tweet Sentiment 
Analysis via Semi-Supervised 
Learning (2016) 

This research explains the semi-supervised learning approach in
performing the sentiment analysis which uses unlabelled data
instead of labelled one for the training process, in which the data 
is extracted from Twitter. 

Lexicon-Based Methods for 
Sentiment Analysis (2011) 

This research highlights using the Lexicon-based approach for
performing the sentiment analysis in which orientations are
calculated based on the whole document or set of sentences 
considering the lexicons. 

Natural Language Processing 
(2020) 

This research highlights the importance of computers having 
knowledge of human languages like English and the applications 
in which NLP is more useful. 

LSTM Based Sentiment 
Analysis for Cryptocurrency 
Prediction (2021) 

As per the research, The LSTM model which is a recurrent neural
network has shown a lot of progress in sentiment analysis with
related fields like big data analytics and Natural Language 
Processing code module. 

Twitter Sentiment Analysis 
Using Natural Language 
Toolkit and VADER Sentiment 
(2019) 

In this research, it is mentioned using the sentiment analysis
toolkit VADER in twitter data to automatically perform the
sentiment polarity classification along with the toolkit 
advantages. 

Exploiting BERT for End-to- 
End Aspect-based Sentiment 
Analysis (2019) 

This research highlights the BERT-based architecture for
developing the sentiment analysis solution, which is the pre-
trained language model that allows the embedding of contextual
layers. It is stated that with the BERT approach, the model could
outperform state-of-the-art. As per the research, the aspect-based 
approach is followed in performing the intended task. 

 

Table 01 – Summary of Literature Review 
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3 Research Methodology 

The Cross-Industry Standard Process for Data Mining (CRISP-DM) [16] Methodology 
has been followed for the implementation of the research work. The chosen methodology has 
different phases which suit well for the chosen research work. In the business understanding 
phase, the business need of analysing the COVID-19 vaccination was formulated. In the data 
understanding and gathering phase, the source of data where the COVID-19 vaccination 
could be extracted has been decided. The social media platforms like Twitter were chosen as 
source platforms where user reviews about the vaccination could be extracted. In the 
modelling phase, the actual implementation takes place. For this research, I have chosen 
algorithms and pre-trained models of different types to perform the sentiment analysis as it is 
not ideal approach to choose a single approach without making any comparison and stating it 
is performing well. In the evaluation phase, the chosen algorithm results and pre-trained 
model results are compared to identify which one works best. At last, the methodology has 
the deployment phase, in which the developed models would be deployed into a server for 
making it accessible. Anyways, due to the academic nature of the research work, the 
deployment phase is eliminated. 

 
Once the data is pre-processed, the chosen models would be implemented with the 

processed data. Implementation of the model is done by feeding the processed data into the 
application. In this topic, the following model implementations are discussed: BERT - 
bidirectional encoder representation from transformers, LSTM - Long short-term memory, 
Text Blob, and Vader. In implementing the models, I have performed the below tasks: 

 
 As a first step, I have chosen a dataset which has the COVID-19 vaccination- 

related tweets that were gathered from a different location and have the required 
fields like a rating column that is used to find the sentiment score and the review 
which is used to train the model with the word bag under the different sentiments. 

 I have ensured that I have sufficient data volume for the model to get trained. The 
model trained with fewer data would obviously have lesser accuracy, due to the 
limited knowledge about the domain data. 

 Next, I developed the pre-processing code [22] module using python which 
would be used for the custom model training which is LSTM and BERT models. 

 Created an LSTM model by inputting the pre-processed data and the model 
weight is stored for running the samples in the future. 

 Created a BERT model with the same pre-processed data and the BERT model 
weight is also stored for future test runs. 

 Imported the Vader Sentiment package and Text Blob package for finding the 
sentiment score from the pre-trained models for the sample text that I provide for 
custom models as well. 

 Developed a Python Flask [17] Web Application to interact with the developed 
model. 
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3.1 Dataset: 
 

The dataset chosen has the Twitter data that has the COVID-19 vaccination which is 
used for model training using the supervised learning approach. The chosen dataset has a 
sufficient volume of the dataset for the model training. 

 
Link 01- https://ieee-dataport.org/open-access/coronavirus-covid-19-tweets-dataset 

 
 

Name of the Dataset: COV19Tweets Dataset 

Total Number of tweets: 2,104,250,235 tweets 

Coverage: Global 

Language: English (EN) 
 

3.2 Data Pre-Processing: 

The below-mentioned pre-processing steps are applied to the chosen dataset to 
eliminate the unnecessary words and characters from the data so that the model training 
would be more optimal. Different data format exists which could be used for model training. 
For the structured data, the essential features are explicitly available, whereas, for the textual 
data, the features are explicitly available. Instead, we need to apply some processes to 
identify the essential features and extract the same. The sentence in the training data is called 
the document and the collection that is formed from the document is known as the word 
corpus. 

+ Removed the retweets from the text. 
+ Removed the URLs from the text. 
+ Remove the @user mentioning from the text. 
+ Remove the hashtags from the text. 
+ Perform ASCII encoding to normalize the special characters in the text. 
+ Remove the numerical values from the text. 
+ Change all the text to lower-case for uniformity in the text. 
+ Remove the punctuation from the text. 
+ Lemmatize the words in the text. 
+ Remove the stop-words from the text. 
+ Do Part-of-speech (POS) tagging in the text. 

 
After the pre-processing, the processed text needs to convert into numerical values using the 
below functions: 

+ Texts_to_sequences: Transforms the texts into an Integer sequence. The text to 
sequences in the Keras tokenizer performs the encoding of the sentences in the 
training data and form the sequences out of it. 

+ Pad_sequences: Perform padding to have the sequences of the same length. This 
function transforms the list of data in the sequences/integers into an array with the 2D 
NumPy shape so that the sequence length of the list is set with the longest sequence 
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length. The maximum length of the sequence could be set when invoking the method. 
In this case, additional sequence values would get discarded. 

+ The sequenced data is then provided to the model training. 
 

3.3 BERT: 
 

In the bidirectional encoder representation from transformers, the input data and the 
output data are connected to each other. When the model is fed with sentences it gives a 
single or list of vector outputs that can be used for our further reference. In the Bidirectional 
method, the text is analysed from right to left and left to right. Other models analyse the text 
in one direction only that is from left to right. Natural language processing involves the 
prediction of text. Some models are trained in a unidirectional way such as right or left, in 
such cases, Bidirectional encoder representation from transformers proves to be successful as 
it can predict both directions. This is the main place where the BERT model stands out from 
the other models. Transformers act as the essential model for Bidirectional encoder 
representation from the transformer’s method. 

 
To understand the working approach of the BERT Model, let's analyse a sample review 

which was mentioned in a sarcastic note and verify whether the review is positive or 
negative. Assume, the review is a mixed emotion like the "vaccination to be an ultimate 
failure", other models may read this sentence as positive with the word "ultimate" but 
bidirectional encoder representation from the transformer method analyse the words based on 
the context of the sentence and gives the output for this sentence as negative. The main 
problem of sentimental analysis is sarcasm, which is solved by this model language, as the 
method is analysed by the contextual meaning of the sentence/paragraph rather than the 
words alone. The application of the bidirectional encoder representation from transformer 
models is done by using the Tokenizers, which are used to process the data. Bidirectional 
encoder representation from transformers is used as an embedded layer. Fine-tuning the 
BERT and the core of the model. 

 
To be more specific about the BERT algorithm that is used for implementation, the 

Roberta BERT [18] model which stands for Robustly Optimized BERT pre-training 
Approach is used in the implementation. The base BERT model uses static masking whereas 
Roberta uses dynamic masking which enables the model to be more robust. When compared 
to BERT, the Roberta model uses a large volume of datasets for the model training. 
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Figure 1: RoBERTa - A BERT Based Model [27] 
 
 

3.4 LSTM - Long Short-Term Memory: 
 

Unlike other methods, the LSTM method doesn't process only image formats. It can 
process the raw data in more than one format such as voice format, handwriting format, and 
robotic format [23]. The four methods which comprise the LSTM models are cell, input gate, 
output gate, and forget gate. The cell helps in the flow of value and information (stored in it) 
through the three gates. In the forget gate if the binary value of the processed input is 0, the 
information or the input is forgotten and not passed on to the other gate. Whereas when the 
binary value is more than 0 the information or the input is sent to the gates for further 
analysis. The information which is not needed is removed from this gate and not stored 
thereby decreasing the storage space occupied by the model. The inputs which are fed from 
the former gate are remembered and solved together to get the desired output. Several steps 
of analysis based on the pre-trained model for the specific tasks are done and then the output 
is obtained. The output gate acts as a screen for the output sent from the previous gates and 
the input feeder for the next gate if further analysis is to be done. 
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Figure 2: LSTM - Sentiment Analysis [28] 

When compared [19] with the BERT - bidirectional encoder representation from the 
transformers model, this method doesn't consider the vanishing gradient. This affects the 
accuracy of the output when a surplus amount of raw data is analysed. The hardware and 
storage space becomes a problem when the model is trained with utmost accuracy. Some 
information is required to be remembered for the next step of processing; in such cases it 
takes a longer time to train such models. 

 

3.5 Vader Sentiment: 
 

This method deals with the scoring process of the sentiment used. It not only classifies 
the sentiment as positive or negative but even tells the score of positivity or negativity in it. 
The sentimental score is the form of output obtained from it. All the words in a paragraph or 
phrase sum up to the score of the output. It not only understands the positive or negative 
words in the text, but it can also understand the emotion of the adverb or noun proceeding or 
descending it. The words such as sad and disappointed come under the category of negative 
words, but in the context of “not sad” the sentimental analysis language treats it as positive 
words. 

 
Vader language exceeds the human accuracy level as is it sensitive to polarity and the 

intensity of the positivity or negativity of the word. The output comes as a sore. The score 
values range between -4 to +4. The value -4 indicates negative whereas the +4 indicates 
positive. The value 0 indicates the neutral emotion of the text. Vader language doesn't require 
any pre-training as it can understand the sentiment of the paragraph or sentence. The 
punctuation marks such as full stops and commas can also be understood by the Vader 
method. Hence Vader's method proves to be successful in analysis the of social media 
reviews. 



14  

3.6 Text Blob: 
 

The text blob [25] method is python-based language. It is used in sentimental 
analysis and word correction predominantly. Polarity and subjectivity are the two forms of 
output. The extreme degree of the output such as -1 and +1 comes under the category of 
polarity whereas the values lying between 0 to 1 comes under the category of subjectivity. 
Subjectivity is the opinion or review, and it can differ from the original facts. Personal 
opinions and judgments come under the category of subjectivity. Its analysis the words it 
knows and leaves the words it doesn't know as it is a pre-trained model. The text blob method 
used the entire words and process the analyses for each word. The final output is the average 
score of all the words. It can detect emojis, smileys, etc so it is used in the process of fine 
training. When the output has a higher range of subjectivity it means the personal context is 
more than the factual context. Intensity is one other feature that changes the subjectivity 
value. For example, “you are beautiful” has a subjectivity of 0.1 whereas “you are very 
beautiful” has a subjectivity of 0.5. This change in the range of values is because of the use of 
adverbs. The feature intensity considers the adverbs in analysing the text. Application import 
and writing of the program which calculates the subjectivity and polarity of the paragraph or 
phrase are the important steps involved in the text blob process. The Text Blob internally 
consumes the NLTK core module to perform the tasks like part-of-speech tagging, extracting 
the nouns from the phrase and so on. Even for performing the sentiment analysis, it uses the 
NLTK features to process the data. 

 
 

3.7 Web User Interface Development: 
 

The developed model needs to be accessible for performing the validation and making 
use of it. On top of that, for enabling the best user to experience the interaction with the 
application needs to be easy and smooth. As a part of this research, I have built the sentiment 
analysis model which could be validated with the COVID-19 vaccination-related text. To 
enable easy interaction for providing the input text, a python flask web application was 
created as a part of the research. The user could provide the text in the input box, the 
provided text is taken into the application backend by providing it to the developed models 
and obtained results are presented to the user in the same interface. On the backend, the 
application programming interface (API) is developed so that the model could be reused as a 
service which is consumable by other applications. 

 
The Python flask is a microweb framework which is used to develop lightweight web 

applications using the python language. The learning and implementation of the Python flask 
are flexible in a way, even the new developers could build the web application with the API 
access in a quick way. For the development of the Python Flask application, the basic 
requirement is having knowledge of the programming components like HTML and Python. 
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4 Evaluation 

The developed models need to be evaluated with the evaluation metrics [20] to identify 
which model works best. The evaluation is also required to identify if any fine tunings are 
required for the model to improve accuracy, recall, precision, etc. The model evaluation is 
usually conducted based on certain metrics to understand how the machine learning or deep 
learning models are performing so that the identification could be done in terms of the 
strengths of the model as well as the weakness of the model. Usually, the evaluation takes 
phases in 2 different situations. One is during the initial model development, in which the 
evaluations would be the supporting point to decide the best optimal model if more models 
are chosen. Or also with the evaluation results, the decisions could be taken for eliminating 
the model for production deployment. The second situation in which evaluation would be 
done is during the monitoring phase which usually happens post deploying the model into the 
production environment. The evaluation is important in the monitoring phase as well, due to 
the volume of data that follows into the model for training using the data streaming process. 
Also, the test data that has been used in the development phase would've influenced the 
model accuracy. So, when it comes to the monitoring phase, the real data could be used for 
evaluation, which would provide more appropriate evaluation results. 

 

4.1 Training Results 
 

On the training process completion of the BERT model, different evaluation factors 
are displayed. The model is trained with 10 epochs and after completing all the epochs the 
model weight is stored for future use. The accuracy of the model denotes the performance 
measure that represents the ratio of the predictions that were correct with the total number of 
observations. Our model states the accuracy value is 0.9533, which is 95% accuracy. The 
term precision refers to the ratio of correct predictions to the total number of predictions. The 
term recall refers to the number of correct predictions on any specific label. For example, 
positive label prediction results. The F1 Score refers to the weighted average of Precision and 
Recall. With all the above metrics, the model could be identified on how good it is predicting. 

 

Figure 3: BERT Model Training Result 
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The LSTM has shown an accuracy rate of 90%. Out of the comparison, the BERT model 
works well when compared to the LSTM. In reality, the comparison with the pre-trained 
models couldn’t be done as I haven’t trained the model, it has been just consumed in the 
research project so a comparison could be done in terms of the results for the sample input 
that would be provided for the models. 

 
Obtaining the model that results with the best accuracy rate and minimizing the time 

that the model takes for getting trained are influenced by the major process called data pre- 
processing. The primary reason for this is, in the data pre-processing the volume of the data is 
reduced by eliminating all the unnecessary information which is not required for identifying 
the sentiment score. In the research, all the possible data pre-processing steps were followed 
before the data is provided to the model for getting it trained. The model results are 
compromising the data set that I have chosen for the model development. The fact is that the 
quality of the dataset is also the major factor that would have an impact on the accuracy if the 
quality were not up to the level. In the data pre-processing step, it is also essential to verify 
that none of the essential information is lost in the process. For example, some of the models 
are capable to analyse the emojis which is added as a part of the text. The emojis have 
meaning and it is one of the expressing it. The process needs to ensure this information is not 
lost. 

 

4.2 Experiment / Case Study 1 
 

Multiple experiments were conducted once the model is built. The first experiment is to 
obtain the neutral polarity for the review text “I have got COVID-19 even after getting 
vaccinated.” that is provided as input to the model. 

 

Figure 4: Experiment - Neutral Review 

Result: As expected, the models are predicting the sentence as a neutral statement. With the 
developed user interface, the results could be easily viewed from the interface. 
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4.3 Experiment / Case Study 2 
The second experiment is conducted by providing a positive review “I believe in 

goodness. I believe vaccines would save my life.” of the application models and observed the 
below results. 

 

Figure 5: Experiment - Positive Review 

Result: The LSTM Model, Vader and Text blob are predicting the sentence as a positive 
statement. Anyways the BERT classify the text has a Neutral statement. 

 

4.4 Experiment / Case Study 3 
The third experiment is conducted by providing a negative review “the vaccine has 

side effects and it's not advisable; the pharma company failed to deliver a quality vaccine.” of 
the application models and observed the below results. 

 

Figure 6 : Experiment - Negative Review 
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Result: The BERT model, Vader, and Text Blob are predicting the sentence as a negative 
statement, whereas the LSTM model has predicted has Neutral Statement. 

 
 

5 Conclusion and Future Work 

To conclude, out of this research, I have developed a complete solution that performs 
the sentiment analysis on the domain-specific which is COVID-19 Vaccination data. As I 
have obtained the aimed result from the research work, I would say that the methodology that 
I have chosen for the development was optimal. In terms of the results that have been 
obtained during the evaluation phase, the results were promising in terms of accuracy. For 
any research, the performance of the model is important, as we couldn't increase the scale of 
the model if it is performing poorly. The end-to-end process that I followed in the research 
developed helped to obtain knowledge like working with industrial standards. 

 
As a part of future work, the model would be extended by training with more volume 

of dataset gathered from different sources, instead of just having only the Twitter feeds for 
model training. On top of that, more algorithms could be developed and used for comparing 
the results to identify which models work best for the chosen dataset and domain. Once the 
model is enhanced in the further phases, the model could be then integrated with the social 
sites or any blobs when medical reviews are usually written, so that model could be ensured 
that it works in a real-time environment with a wide range of data as well. On top of that, the 
model training and deployment could be done in the Graphics processing unit - GPU-based 
system, as the current development took place in the Central Processing Unit - CPU-based 
computers which have very limited resources. 
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