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1 Introduction

The motive of this paper is to outline the software requirements and provide an overview
of the code artifacts implemented to achieve the objective of the research, in developing
traditional machine learning, Ensemble Learning, and deep learning models with feature
transformation and hyperparameter tuning to classify the gene variants using the clinical
literature.

2 System Specifications

The project was implemented on a cloud platform Google Colab, which is well known for
coding and executing machine learning and deep learning models by integrating tensor
flow and Keras. The execution speed is increased compared to the CPU as it utilizes the
GPU and TPU when required.

• Google Colab: Intel Xeon CPU @2.20 GHz

• RAM: 13 GB

• Disk Space: 78 GB

• Processor: Intel R Core (i5)

• System RAM: 16 GB

• Operating System: Windows 11 64 bit

2.1 Software Requirements

The programming language used to implement the classification approach is Python, as
it is free and open source and has various integrated libraries which can be utilized for
implementing NLP techniques, Word Embedding techniques, and Tenser flow and Keras
versions for deep learning models.

3 Importing Python Libraries

One of the main advantages of the collab is, it is not required to install all the libraries
during every session, it has multiple pre-installed libraries which can be directly imported
such as numpy, panda, matplotlib,scikit-plot,gensim,nltk, and model building libraries.
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Figure 1: Import Libraries

4 Loading the data

The data is categorized into different CSV files as Training and Testing Variants and
Text files. As the text file is unstructured data, to reduce the time taken to load in the
collab, have imported it from Google drive.

Figure 2: Loading the train and test data

4.1 Merging the Data

As the training set comprises gene variants and text files, it is required to merge it as a
single data frame and proceed with the further process.
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Figure 3: Merging the data

5 Exploratory Data Analysis

Figure 4: Visualisation of data

Exploratory Data Analysis (EDA) was implemented to analyze the data and get
pertinent knowledge about the gene variations and clinical text correlations.EDA is per-
formed for the Text column to get insights about the distribution of text for every class,
for the Gene column and assume which gene affects the individual and categorizes to
more number cancer classes, for the class column to understand the number of samples
available for each class and get insights about the data linearity.

6 Text Data Pre-processing

As the data chosen is in textual format, it is required to apply natural language processing
techniques along with the handling of missing values which would upheld the model-
building process and performance.
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Figure 5: Pre-processing using NLP

7 Tranformation of Data using Embedding Technique

The word embedding technique utilized to transform the text into a numerical vector
is Word2Vec by importing the genism library. This technique is applied for Gene and
Variation column and visualization was performed with t-SNE and K means clustering
to understand how the words are related and embedding has been performed.

To convert a document of multiple words into a single vector using our trained
word2vec, we take the average or mean of the vectors of that sentence. A transformer
(with a sklearn interface) is defined to convert a document into its corresponding vector.

8 Machine Learning and Deep Learning Models

Initially, The dataset was split into Train and Test split with an 80 to 20 ratio. For the
purpose of model evaluation, the train set split is performed and with the best-performed
model, the prediction was done on the test set provided. Following to that nine different
models were built and compared before and after applying hyperparameter tuning where
ever it was required. The models built are Logistic Regression, Random Forest, Support
Vector Machine, K nearest neighbor, Gradient Boosting, Majority Voting Classifier, and
Long Short Term memory (LSTM).
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Figure 6: Logistic Regression

Figure 7: K Nearest Neighbour

Figure 8: Support Vector Machine
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Figure 9: Random Forest and Gradient Boosting

Figure 10: Ensemble Classifier

Figure 11: Import libraries and tensor data format for LSTM

Figure 12: LSTM Model
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9 Model Evaluation

The models which are implemented are evaluated using classification metrics such as
Confusion Matrix, Accuracy, Precision, Recall, F1 Score and Log loss. As shown in
figure 13 and 14, it was observed that the Voting Ensemble classifier and Random Forest
gave the highest accuracy but the Ensemble has the miminal log loss and proves as best
performed model.Whereas KNN and LSTM attained the least accuracy and KNN with
the highest logloss, hence it is considered as a least performed model.

Figure 13: Evaluation of Ensemble Classifier

Figure 14: Evaluation of LSTM
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10 Resuts

By comparing the model performance as shown in the figure 15, it is evident Ensemble
classifier attained better accuracy with least mispredicted classes.

Figure 15: Model Comparison
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