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1 Environment setup in Kaggle 
 

Due to lack of computing resources, I implemented and executed all my changes in the Kaggle 

notebook itself.  First, login to Kaggle website with a Google account. Type “GTSRB” in 

Kaggle’s search bar and choose the “GTSRB - German Traffic Sign Recognition 

Benchmark” dataset. 

 
 

 

Now open the dataset and create a new notebook by clicking the “New Notebook”  

 
To setting up the configuration required to run the code go to “Settings” Section, which is in 

“Toggle” (click |< next to Save Version). In settings section choose ACCELERATOR as GPU 

T4 *2, LANGUAGE as Python, PERSISTENCE as “No persistence” and ENVIRONMENT 

as “Pin to original environment”. 

 

 
 

 

 



Start the Session using “Start session” from more options. 

 
 

Once we start the session, we will get a Disk, RAM, and GPU (Click on Draft Session). 

 
 

 

 

 

 

 

 

 



2 Code Implementation 
 

Install the tensorflow version 2.9.2 using pip install command. 

 

 
 

Importing the required libraries 

 

 
 

Now I am reading data directories and initializing the pixel sizes, batch sizes and creating a 

dictionary for all the classes. 

 

 
 

 

 

 

 

 



Below code for increasing the brightness of the input images with ranges [0.0,1.0] and [1.0,2.0] 

and splitting the input data into train and test in the ratio of 80 and 20. 

 

 
 

Below code is to display the augmented input images with adjusted brightness. 

 
 

 

3 Pre-Trained Models implementation 
 

EfficientNetV2L  

 

 
 

 

 



VGG19 

 
Here, in both the models, imagenet database weights are taking and trainable status to False. 

Also, I used relu activation function in the middle layers and softmax in the outer layer. 

 

Model Fitting 

 

Running both the models over 20 epochs (due to resource constraint)  

 
 

Evaluating Model 

 

 
 



EfficientNetV2L 

 
VGG19 

 
Classification Report 
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