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1 Introduction 
 

This research project is carried out to classify common types of waste by using the deep 

learning models and the transfer learning method. Information on the data set, software, 

system specifications, hardware specifications, techniques, library packages, as well as 

programs used for developing the models in the research is included in this configuration 

manual. All the steps that have performed in the research is also provided in this manual. The 

screenshots of the codes have also provided for better understanding. 

 

2 System Specifications 
 

Details of the system configurations utilized in this project's implementation are given in this 

section. 

2.1 System Hardware Configuration 
 

Operating System: Windows 11 
Processor: 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 
Installed RAM: 8.00 GB (7.73 GB usable) 
System Type: 64-bit operating system, x64-based processor 
Hard Disk: 1 TB 

 

2.2 Software Configuration 

The specifications of the used softwares and its requirements are provided in this section. In 

the research paper pre-trained deep learning models including Vgg16, InceptionV3, 

Xception, and DenseNet201 have been implemented on the Jupyter notebook version 6.4.12 

with python version 3.9.7. The Jupyter notebook can be assessed by Anaconda1 Nevigator. 

• Jupyter notebook 6.4.12 

• python version 3.9.7. 

• Anaconda Nevigator 

2.3 Libraries and packages used 

This section provides libraries and packages used in the research project. The fig. 1 shows the 

libraries and packages used to in Vgg16 model. Fig.2 showcasing the libraries and packages 

used to in InceptionV3 model. Fig.3 showcasing the libraries and packages used to in 

Xception model. The libraries and packages used to in DenseNet20 model is presented in 

fig.4. 

 
 
1 https://www.anaconda.com/products/distribution 

https://www.anaconda.com/products/distribution
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• Tensorflow version 2.9.1 

• Keras 

• Numpy 

• Glob 

• Matplotlib 

• Os 

• Skimage 

• pylab 

 
Fig. 1 Vgg16 libraries 

 

 
Fig. 2 InceptionV3 libraries 

 

 

 



3 
 

 

 
Fig. 3 Xception libraries 

 

 
Fig. 4 DenseNet201 libraries 

 

 

3 Project Implementation 

3.1 Data collection 

The dataset used to classify different types of waste in this research is TrashNet2 dataset. The 

dataset is openly accessible on GitHub repository for research purpose. This dataset can be 

used for commercial purpose, private purpose, for modification as well as distribution as 

mentioned in license file. No agreement license or any kind of form is required to fill to 

access the dataset. The repository contains link of google drive where dataset file is present. 

The dataset file only contains no other file than images. The collected dataset having images 

that are not labelled and uneven for each category. The dataset contains only 6 classes of 

 
 
2 https://github.com/garythung/trashnet 

https://github.com/garythung/trashnet
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waste. So, in order to extend the study, dataset was modified, and 4 more categories have 

been added in the dataset3. The dataset has already been divided into train and test set.  

3.2 Data Preparation and Transformation 

The dataset used in this study was already divided into training and test sets in ratio of 50:50. 

Some of the images were found to be corrupted, which are eliminated in this stage. The input 

images are resized to 224x224 as per all model requirements as shown in fig.5 and fed them 

to data transformation stage. In the data transformation stage, some data augmentation 

techniques are performed in order to prevent from overfitting of the models and to make the 

model generalize. The ImageDataGenerator class has been used to conduct data augmentation 

steps as shown in fig.6. In this, the input normalization is performed by rescaling the input 

image on both train and test sets to dynamically resize pixel values to the range [0,1] from the 

range of [0,255] (Vo et al., 2019). Due to image rescaling, the images will contribute to the 

total loss more evenly. Along with rescaling, image shearing is carried out with a range of 

0.2. Additionally, image zooming with a range of 0.2 and random horizontal flipping are also 

performed. The input images after were resized to 224x224. Only image rescaling is 

performed on the test set. 

 

 

 
Fig 5 Image resizing in all models 

 

 
Fig 6 Data Augmentation on train and set for all models 

 

 
 
3 https://studentncirl- 
my.sharepoint.com/:f:/g/personal/x21121397_student_ncirl_ie/EqjJTe8vElhEiTn7qrPu6ioBMpWMLLE9BNuHv
e7LqkHLNg?e=hNLN5m 

https://studentncirl-my.sharepoint.com/:f:/g/personal/x21121397_student_ncirl_ie/EqjJTe8vElhEiTn7qrPu6ioBMpWMLLE9BNuHve7LqkHLNg?e=hNLN5m
https://studentncirl-my.sharepoint.com/:f:/g/personal/x21121397_student_ncirl_ie/EqjJTe8vElhEiTn7qrPu6ioBMpWMLLE9BNuHve7LqkHLNg?e=hNLN5m
https://studentncirl-my.sharepoint.com/:f:/g/personal/x21121397_student_ncirl_ie/EqjJTe8vElhEiTn7qrPu6ioBMpWMLLE9BNuHve7LqkHLNg?e=hNLN5m
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3.3 Load the models 

All the models implemented in the research are pretrained models. The weights of the pre-

trained models are set to the ImageNet dataset and top layer have excluded as the transfer 

learning method is supposed to utilize (Aral et al., 2018) as showcased in fig.7.  

 

 
Fig 7 loading of all models 

3.4 Creation of model’s architecture  

All the models have been loaded and batch normalization, as well as drop-out layers, have 

been added to models. The structure of the vgg16 created in the research is presented in fig.8. 

 

 
Fig 8 Preparation of Vgg16 structure 

 

 

The structure of the InceptionV3 created in the research is Shown in fig.9. 
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Fig.9 Preparation of InceptionV3 structure 

 

The structure of the Xception created in the research is presented in fig.10. 

 

 
Fig.10 Preparation of Xception structure 

 

The structure of the DenseNet201 created in the research is presented in fig.11. 

 

 
Fig.11 Preparation of DenseNet201 structure 

 

 

3.5 Modelling 

All the models were compiled with the help of the ‘adam’ optimizer and 

‘categorical_crossentropy’ loss function. The accuracy has been selected as a metrics. The 

fig.12 shows the model compilation which is same for all models. 

 

Fig.12  Model compilation 
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The training and test sets were loaded for training in the batch size of 32. The image size is 

set to 224x224. The fig.13 represented code for the same. 

 

 
Fig.13 Train and Test set loading 

 

 

The models have been trained with 15 epochs. The training of the models with ‘earlystop’ 

method is shown in fig.14. 

 

 
Fig.14 Model training 

 

4 Model Evaluation 
 

The accuracy and loss graphs for the training and test sets are both plotted to evaluate 

performance. A code for graph of training and test accuracy and loss is shown in Fig 15. 

 

  
Fig.15 Plotting loss and accuracy graph 

 

5 Save the models 
 

All the models were saved in computer for future work if needed. The code to save the model 

is shown in fig.16. It is same for all models. 
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Fig.16 Save the model 
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