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I used my desktop computer to carry out this deep learning investigation. I used
python programming language to carry out my project analysis. Jupyter Notebook served
as my IDE because it offers a user-friendly and interactive environment. The advantages
of utilizing a Jupyter notebook include minimum setup requirements and ideal for quick
data analysis. A deep learning framework for Python called Keras incorporates features
from other libraries like Tensorflow. In comparison to competitors like Scikit-learn and
PyTorch, Keras has an advantage. The most popular deep learning and deep learning
library, Tensorflow, can be used as an alternative. The steps in my analysis are listed
below.

1 Importing and loading of images

Some of the libraries used for importing and loading images. Pillow Harshada et al.
(2016) is a Python package used to load and manipulate image data. The Python Image
Library, or PIL, has been updated as Pillow, and it now provides a variety of basic and
advanced image editing features. Furthermore, it serves as the foundation for basic image
support in other Python libraries like SciPy and Matplotlib.

• PIL: The Pillow library includes all the fundamental features for image processing.

• Pandas :- Python’s Pandas package is used to manipulate data sets. It offers tools
for data exploration, cleaning, analysis, and manipulation.

• Tensorflow: The TensorFlow platform supports implementing best ways for data
processing, modeling , performance monitoring, and model training.

Figure 1:

This above mentioned code includes libraries which allows to import and load the images.
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2 Pre–processing

The preprocessing of the images includes changing the image’s size, specifying hyper-
parameters, setting global variables to gather images for analysis, trying to examine the
images prior to dividing the dataset, plotting the images in accordance with the labels,
converting into arrays, and normalizing the color values. I completed this challenge using
the Keras library John Joseph et al. (2021). It has an imagedatagenerator class that has
some characteristics that makes it possible to carry out this activity.

• Matplotlib: This library was used for interactive visualization.

• keras:- Used keras library to do this task. It contains imagedatagenerator class
which allows to perform this task, with some attributes.

• Scikit-Learn :- Tools for modifying model hyperparameters are provided by the
Scikit-Learn deep learning package.

• pillow: This library is used for resizing image.

• NumPy: It is used for converting images to arrays. In my analysis, i firstly used
PIL library to read images.

• Seaborn:- this library is used for exploratory data analysis and data visualization.

Figure 2:

The above mentioned code describes how the hyper parameters are defined for training
the data. It also shows how the size of the image in the dataset is changed. This step is
very significant before training the data.

The below mentioned code explains how the images are converted to arrays using
numpy library.

2



Figure 3:

3 Builting model

Data splitted into a training and test set that is preparing the training dataset Bovolo
and Bruzzone (2007). Importing the Inception model, making it visible, and producing
training data Array of categories and image pixel values. Here, i used different epoch
and batch values to train the model and also increased batch and epoch values to test
for more accuracy. When my model was given different epoch and batch size parameters,
there was a notable difference.

• Tensorflow : The TensorFlow platform supports in implementing bet ways for data
processing, modeling , performance monitoring, and model training.

• Torch: It contains wide range of algorithms for deep learning.

• Pathlib : It is a library used for creating paths.

Figure 4:

The above code explains the augumention method performed for improving the perform-
ance of classification. It is done using imagedatagenerater class from keras library. here
I set values for for all the attributes under the class.

Figure 5:
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The set of codes above explains the trained model and how it is saved, also show how
the model is predicted using test set of data where batch size is also mentioned while
predicting.The CNN model produced an accuracy of 93 percent. F1 score 0.93 that is
this model has false positives and low false negatives.It also visualises the predicted class
that is it classify the disease into demented and non demented. Already dataset was
preprocessed and splited for CNN model, which was used to run a TL model. Steps
involved are the following:

• create a prefetch dataset for better performance.

• Rescale image to fit into model

• Imported and loaded base model vgg16

• Set variables for classifier and output layer

• Reconstruct and checked model

• Train the model initial epoch= 50

Figure 6:

Classifier is used to classify images based on attributes that are identified and has com-
pletely connected layers. The code above illustrates how to set a variable for the output
layer as well as the classifier layer. Here, the output layer is the prediction layer, while
the classifier layer is the global average layer.

Figure 7:

After evaluation of transfer learning model it showed an accuracy of 0.98 percentage
From both the model transfer learning model gave an accuracy above 0.90 percentage
when the hyperparameters are changed. However for CNN model the results varied when
the hyperparameters are changed. So as from the analysis, I have faced an overfitting
problem when the increased the epoch values while training the model. I think that was
one of the major challenge I faced during my analysis.
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Figure 8:

Figure 9:

References

Bovolo, F. and Bruzzone, L. (2007). A split-based approach to unsupervised change de-
tection in large-size multitemporal images: Application to tsunami-damage assessment,
Geoscience and Remote Sensing, IEEE Transactions on 45: 1658 – 1670.

Harshada, M., Snehal, Shitole, S., Pranaya, M., Suchita, K., Shweta, G. and Kurle, D.
(2016). Python based image processing.

John Joseph, F. J., Nonsiri, S. and Monsakul, A. (2021). Keras and TensorFlow: A
Hands-On Experience, pp. 85–111.

5


	Importing and loading of images 
	Pre–processing
	Builting model

