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1 Introduction  
 
The Configuration Manual lists all the parameters and configurations that were used during this research, 
including installation details and prerequisites. The handbook contains a step-by-step explanation of how to 
run the application. 

 

2 System Configuration  
  

In the system configuration section details about the system requirements and software 

required for the implementation has been discussed. 

2.1 Hardware Requirement  
 
Operating System Windows 10 
Installed RAM 16.0 GB  
System type 64-bit operating system, x64-based processor 
Pen and touch Pen and touch support with 10 touch points 

2.2 Software Requirement  
 
The open-source IDE Jupyter Notebook, which is accessible through the Anaconda Software, was used in this 
research project. This environment is based on a Python Module. Installing each of these packages is necessary 
before the project can be built. 
 

3 Installation and Environment Setup 

3.1   Python 
In this research project python package was used. Since most of the Deep Learning and machine 
learning projects are supported by its numerous built-in libraries. With a variety of plots, it makes 
developing and analysing models easier. Installing the most recent version of a python on the 
machine is the first prerequisite. The package installer can be downloaded from the website using 
your browser depending on your operating system. Enter “python-version” in the command prompt 
to confirm that python has been successfully installed from the website after installation, as shown in 
the below figure. 
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              Figure: Python Website Page 

3.2 Anaconda 
 
The anaconda package includes several IDE that are helpful for writing code and analysing outputs from 
python packages. Anaconda Navigator has a wide variety of IDEs available, the model in this project is 
constructed in Jupyter Notebook. 
 

 
 
      Figure: Anaconda Navigator 

3.3 Jupyter Notebook 
 
Jupyter notebook and its tasks are launched in browser tabs from the anaconda navigator. Python notebooks 
are first created and saved in the .ipynb format. Using the pip command, the python libraries are installed 
during the execution of code. The libraries numpy, pandas, tensorflow, matplotlib, seaborn, and  plotly are the 
required libraries in this project. 
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4 Data Collection  
 
There are datasets in this project and have been taken from an open-source website, Kaggle. The next sections 
are split into two sections, one for the KDD-CUP dataset and then for the IDS-CSECIC dataset.  
 

5 Implementation of CSE-CIC-IDS2018 dataset 

5.1 Importing Libraries 
 
For the implementation of the model, the required libraries must be imported for a smooth execution. Below 
figure shows the imported libraries for our study. 
 

 
    
    Figure : Importing Required Libraries 
  

5.2 Data Visualization  
 
The data in the dataset is being visualized using various graphs. The below figures show the visualization of 
data to get a better understanding on the data. 
 

 
    Figure:  Pie chart to see the distribution of data 
 

5.3 Data Pre-processing  
 In the data pre-processing, the null values in the data are being dropped, then the data has been formatted., 
along with unnecessary columns has been dropped. The below figure shows the part of the code where the 
data is being pre-processed. 
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    Figure: Data Pre-processing 
 
 

5.4 Splitting of Train and Test Data 
 
The dataset must be divided into training and validation of data so that the model can be developed. The 
below figure shows how the data is divided into train and test phase. 
 

 
 
   Figure: Splitting of Train and Test data 

5.5 Model Training 
 
In model training, four models have been used one is Autoencoder, CNN, LSTM and Conv-LSTM. The below 
figures show the implementation of models. 
 

 
 
    Figure:  Autoencoder Model 
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     Figure: CNN model 
 

 
 
     Figure: LSTM model 
 

 
 
     Figure: Convolutional LSTM model 
 

5.6 Performance Analysis 
The below code shows the performance of the models. It shows the accuracy, loss, precision and recall.  
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    Figure: Evaluation metrics 
 

 
 
                                 Figure: Plotting the graphs 
 

 
 

Figure: Performance Results  
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6 Implementation of NSL-KDD-CUP-99 dataset 

6.1 Importing Libraries 
 
Firstly, libraries need to be downloaded into the working environment for better execution of the model. 
Below figure shows the imported libraries for this dataset. 
 

 
     
   Figure: Importing libraries 

6.2 Data Distribution 
 
The below figures show the distribution of data, classification of data, dropping null values and replacing label 
types. 
 

 
 
   Figure: Data Distribution 
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   Figure: Classifying the data 
 

6.3 Data Visualization 
 
The below figures show how the data is visualized. 
 

 
              Figure: Label count 
 

 
 
                                                                         Figure: Categorical Features in Data 
 

 
 

                         Figure: Distribution of Categories in Service  
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                         Figure: Distribution of Categories in protocol type  

6.4 Data Pre-processing 
 
The below figures show the data pre-processing. 
 

 
 

Figure:  Checking for unique values 
 

 
 
    Figure: Label value count 
 

 
 

Figure: Checking for null values 
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6.5 Model Comparison 
 
Four models have been used for the implementation of dataset. They are Autoencoder, CNN, LSTM and Conv-
LSTM. The below figures show the models implementation.  
 

 
Figure: Autoencoder Model 

 

   
 

Figure: CNN model   

 

 
 
 

Figure: LSTM model 
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   Figure: Convolutional LSTM model 

 

6.6 Performance Analysis 
 
The below codes show the end results of the data. It shows the accuracy, precision, loss and recall. 
 

 
 

Figure: Evaluation metrics 
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Figure: Plotting the graphs 
 

 
 

Figure: Performance Results 

 
 


