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1 Introduction 
 
This document provides complete information about the software and hardware configuration 
and components required for the implementation of research project for the Classification of 
Melanoma Skin Cancer from Melanocyte cell images using Transfer Learning Techniques. 
The steps mentioned in this configuration manual can be considered to run the code and 
obtain the desired results. 
 
2 Hardware and Software Configuration 
 
The Technical specifications of device used and windows operating system on which 
implementation of this research work has been carried out is shown in Figure 1 and 2 
 

 
Figure 1: Device Specifications 

 

 
                                                                   
                                                                   Figure 2: Windows Specifications 
 
 
Python has been opted as the programming language and Python 3.7 is used for the research 
implementation. The setup configuration is shown in Figure 3. 
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Figure 3: Setup Configuration 

 
 

 
3 Dataset 
 
The dataset selected to carry out this thesis is downloaded from kaggle from ISIC 
(International Skin Imaging Collaboration) 2019 Skin Lesion images for classification 
containing 8 classes which is publicly available dataset. The link for the dataset is 
https://www.kaggle.com/datasets/salviohexia/isic-2019-skin-lesion-images-for-classification.  
The data is uploaded to Google drive and Kaggle account for implementing the models. 
Moreover, it was downloaded on local system to carry out Exploratory Data Analysis on raw 
data. 
 
 
4 Implementation on Models 

4.1 MobileNetV2 Model 
 
All the modules and libraries required for the successful execution of MobileNetV2 model 
are imported as shown in Figure 4. 
 

 
Figure 4: Importing required modules 

 
Reading root path directly from Kaggle as shown in Figure 5 to fetch the dataset since size of 
dataset is 10GB which can be inconvenient to download in local system due to requirement 
of more storage. 
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Figure 5: Reading Dataset directly from kaggle 

 
Figure 6 and 7 shows the code to create dictionary for each class and labelling all the eight 
classes of dataset. 
 

 
Figure 6: Create dictionary for each class 

 

 
Figure 7: Labeling all the classes 

 
The data pre-processing step is shown in Figure 8 where majority classes are downsampled to 
2500. 

 
Figure 8: Downsampling majority class 
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Figure 9 and 10 shows combining the dataframes and shuffling it to make the dataset random 
 

 
Figure 9: Combining dataframes 

 

 
Figure 9: Shuffling the dataframe 

 
Figure 10 shows the splitting of dataset into test and training datasets. 

 

 
Figure 10: Splitting the data into test and train sets 

 
RandomOverSampler is used to balance the imbalanced data. Figure 11 shows the 
upsampling of minority classes in order to achieve balance dataset for training purpose. 

 

 
Figure 11: Upsampling minority classes 

 
Data Transformation is done to convert images into MobileNetV2 compatible input format as 
shown in Figure 12 

 

 
Figure 12: Data Transformation 
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Figure 13 shows the model building steps of MobileNetV2. To fine tune the model fews extra 
hidden layers have been added in pre-trained MobileNetV2 transfer learning model with relu 
and softmax as activation functions. Moreover, 50% of active neurons are considered in 
dropout layer and model was trained for 30 epochs using Adam’s optimizer. 
 

 
Figure 12: Model Building 

 
Figure 13 and 14 shows the plotting of learning curves after successful execution of training 
model. 
 

 
Figure 13: Accuracy graph for training and validation data 
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Figure 13: Loss graph for training and validation data 

 
Figure 14 shows the code to print confusion matrix and test accuracy of final model. 

 

 
Figure 14: Confusion matrix and overall test accuracy 

 
Figure 15 shows the classification report which is used to identify how well the model is able 
to classify melanoma skin cancer and which class produces significant results. 
 

 
Figure 14: Classification report 

 
 

4.2 DenseNet201 and InceptionV3 Model 
The data loading, data pre-processing and data transformation steps for DenseNet201model 
and InceptionV3 model is almost similar. Only the model building steps in both the models 
are different. These steps of the whole process is mentioned below. 
 
The data is first loaded in Google Drive and its mounting is done with Google Colab pro for 
the smooth execution. Figure 15 shows the process of mounting. 
 

 
Figure 15. Mounting google drive 

 
All the modules and libraries required for the successful execution of DenseNet201 and 
InceptionV3 models are imported as shown in Figure 16 
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Figure 16: Importing required packages 

 
Figure 17 and 18 shows the code for reading image paths and labels and creating test, train 
and validation dataframes. 
 

 
Figure 17: Reading the path splitting the dataset 
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Figure 18: Calculating average height and width of image 

 
Figure 19 shows the code to trim the dataframe to maximum class size that is 800 which is 
considered here. 
 

 
Figure 19: Trimming dataframe to maximum size of 800 
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Figure 20 and 21 shows the code for data transformation by using different data 
augmentation techniques. 
 

 
Figure 20 

 

 
Figure 21: ImageDataGenerator to perform data augmentation and storing the augmented 

images 
 

Figure 22 shows the code to create augmented dataframe and merging it with training 
dataframe a create a single dataframe including all the original and augmented images to train 
the final model. 
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Figure 22: Creating a composite dataframe 

 
Figure 23 shows the code to convert training, validation and test data into DenseNet201 and 
InceptionV3 compatible input format. 

 

 
Figure 23: Data Transformation into DenseNet201 and InceptionV3 compatible input format 
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Figure 24 shows the code to display sample images from training data 
 

 
Figure 24: Displaying sample images 

 
Figure 25 and 26 shows the code for building DenseNet201 and InceptionV3 model 
respectively. 

 

 
Figure 25: Model Training of DenseNet201 

 



 

12 
 

 

 

 
Figure 26: Model Training of InceptionV3 

 
A custom Keras callback mechanism is created using the code shown in Figure 27. This 
function allows us to continue or stop the training when specific number of epochs are 
reached. 
 

 
Figure 27: Keras custom callback mechanism 

 
Figure 28 and 29 shows the code for final model training and at the same time initializing 
callback mechanism 

 
 

 
Figure 28: Initializing callback 
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Figure 29: Model Training 

 
Figure 30 and 31 shows the code to plot learning curves that is loss and accuracy curves for 
training and validation data. 
 

 
Figure 30: Plotting learning curves 

 

 
Figure 31 

 
 
 



 

14 
 

 

Figure 32 and 33 shows the code for model evaluation and predictions by displaying 
confusion matrix and classification report. 
 

 
Figure 32: Generating predictions on test data 

 

 
Figure 33: Calculating test accuracy 
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5 Results 
 

5.1 MobileNetV2 
 

 
 
 
 

Figure 34: Learning Curves 
 

 
Figure 35: Classification Report 
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5.2 DenseNet201 
 

 
Figure 36: Learning Curves 

 
 
 

 
 

Figure 37: Classification Report 
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5.3 InceptionV3 
 
 

 
 

Figure 38: Learning Curves 
 

 
 

Figure 39: Classification Report 
 


