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1 Initial Environment Setting

The software specification for the setup are described below in the Figure 1. :-

Figure 1: Environment Configuration

Once the envinronment with all valid specification has been setup we will be needing
Jupyter notebook and Google Colab to run first module of the reseach project which is
shuttlecock tracking .

1.1 Initiating Environment

Let us first initiate by running module on jupyter notebook.
1.Install and import all libraries for running shuttlecock tracking module which requires
frame to image conversion as pre-requisite in Fig 2 .

Figure 2: Model Libraries
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2. The Frames from the video are converted into png format through the script in
Fig 3.

Figure 3: Frame generation

3. The generated frames are stored in local drive which is used for image labelling
using Microsoft visual object tagging tool and saving output in csv format which has
coordinates of the shuttlecock in the frame in Fig 4.

Figure 4: Image labelling

4. The labelled images are used for annotation using Heat Map prediction in Fig 5.
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Figure 5: Export to CSV

Figure 6: Heat Map Prediction
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5. The Labelled Csv file and Heat map prediction are used to generate training and
testing numpy array file in Fig 6 .

Figure 7: Numpy Array files generation

6.The training of the shuttlecock will be done on google colab with K8 GPU memory
for the same once initiating Google colab notebook change runtime to GPU Kosaian et al.
(2021) and mount drive on your google drive in Fig 7 and Fig 8.

7. Upload NPY from local device to google drive for training purpose in Fig 9.

8. From the Google colab run the TrackNet model script in Fig 10.

9.The Model training script needs to be run using labelled csv files and Numpy array
files at epoch 30 with tolerance 4 with folder for saving weight in Fig 11.

10. The trained images are predicted using saving weight for the accuracy script has
to be run in Fig 12.

4



Figure 8: GPU

Figure 9: Mount Google Drive

Figure 10: Npy file uploading to G drive
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Figure 11: TrackNet Model loading

Figure 12: Training Images

Figure 13: Model Accuracy Prediction
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2 Initiating Environment for Player Service Fault

Detection

1.The Machine learning framework for player pose detection need to install following
libraries including google mediapipe pose Lugaresi et al. (2019) in fig 14.

Figure 14: Media pipe Library

2. Post implementing relevant libraries Youtube video is uploaded into the script
using OpenCV to read frame and generate body landmark in fig 15.

Figure 15: mediapipe script

3. We have made logical expression for calculating angle from mediapipe script in fig
16.
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Figure 16: calculate angle

Figure 17: Body Landmark Generation

4. Body Landmark is generated and recorded in fig 17.
5. The generated landmark in the form of data frame undergoes training in fig 18.

Figure 18: Training of Body Landmark

6. Model training and evaluation to check best fit in fig 19.

7.The best model has been selected as Random Classifier which will used for saving
model and for predicting outcome of the machine learning framework in fig 20.

8



Figure 19: Best Model Fit

Figure 20: Test using Saved model

9



References

Kosaian, J., Phanishayee, A., Philipose, M., Dey, D. and Vinayak, R. (2021). Boosting the
throughput and accelerator utilization of specialized cnn inference beyond increasing
batch size, International Conference on Machine Learning, PMLR, pp. 5731–5741.

Lugaresi, C., Tang, J., Nash, H., McClanahan, C., Uboweja, E., Hays, M., Zhang, F.,
Chang, C.-L., Yong, M. G., Lee, J. et al. (2019). Mediapipe: A framework for building
perception pipelines, arXiv preprint arXiv:1906.08172 .

10


	Initial Environment Setting 
	Initiating Environment

	Initiating Environment for Player Service Fault Detection

