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1 Introduction

The Configuration Manual gives a detailed explanation of all the processes and techno-
logies used during the research project. It is important to have a detailed manual that
gives information about the project as this gives in information about the background of
the research and an insight about how the technology works. It also gives intricate details
that cannot be found in the report as the configuration manual is purely technical. It
gives a step by step walkthrough of the project and also consists of the results obtained
during this project.

2 Environment Specifications

This section gives information about the environment necessary for the successful run of
the project.

2.1 Hardware Specifications

The hardware specifications that were used during the research are given below:

• Operating System: Windows 10

• Processor: AMD Ryzen 5 5500U with Radeon Graphics 2.10 GHz

• RAM: 8GB

2.2 Software Specifications

The software specifications required during the course of this research is given below:

• Python 3.9.71

• Anaconda Navigator 2.3.22

• Jupyter Notebook3

1https://www.python.org/
2https://www.anaconda.com/
3https://jupyter.org/
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3 Libraries and Packages

Various packages and Libraries used for the research are seen in Figure 1. The use of the
libraries are given below.

Figure 1: Libraries code snippet

• tensorflow4: This library is used for data modeling and model building. All layers
can be called using this package.

• matplotlib5: This library is used for visualizations and data insight. The line
graphs in this research are made using this library.

• cv26: This library resolves all problems regarding computer vision problems.

• keras7: Keras is an API that helps easily call the tensorflow functions.

• skimage8: This library helps make edits on images and change the outline of them.
It was used for image augmentation in this research.

• numpy9: This library is used to work with arrays. Apart from arrays it also works
with matrices.

4 Dataset Description

The dataset used for the research is a cotton plant disease dataset10. The images are taken
from a field in Asia with a growth of cotton crops. This dataset consists of four classes
that are, Healthy plants, Diseased plants, Healthy leaves and Diseased leaves. There are
a total of 2310 images in this dataset. The dataset is split into three groups that are,
train, test and val. This split is made prior to the download of data and does not need
to be done during implementation.

4https://www.tensorflow.org/
5https://matplotlib.org/
6https://pypi.org/project/opencv-python/
7https://keras.io/
8https://scikit-image.org/docs/stable/api/skimage.html
9https://numpy.org/

10https://www.kaggle.com/datasets/janmejaybhoi/cotton-disease-dataset
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Figure 2: Data Directory

5 Data Augmentation

Since the number of images are low, the problem of overfitting could arise. Augmentation
is done to avoid this problem. The code snippet is given in Figure 3.

Figure 3: Augmentation code snippet

The 5 types of augmentation techniques like ‘random noise’, ‘fliplr’, etc. that are used
can be seen in Figure 1.

6 Implementation

The work done for the implementation of this research is given in this section.
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6.1 Defining image size

Figure 4: Size Definition code snippet

6.2 Model Definition

Figure 5: Model Definition code snippet

6.3 Data Loading

Figure 6: Data Loading code snippet

7 Model Building

This section provides the code and outputs of the models that were used during the
research.

7.1 VGG16

Figure 7 highlights the code used to build the VGG16 model. The weights from the
‘imagenet’ dataset is used for this research. The output of the was then flattened and
put in an fully connected output layer.
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Figure 7: VGG16 code snippet

Figure 8: VGG16 Confusion Matrix snippet

Figure 8 shows the scores of the VGG16 model. The accuracy, precision, recall and
F1 score can be seen that the VGG16 model produced.

Figure 9: VGG16 Plots snippet

Figure 9 shows the Plot history of the VGG16 model. The accuracy and model loss
over the course of 30 epochs can be seen.

7.2 DenseNet121

The code snippet can be seen in figure 10 that was used for the DenseNet121 model.
Similar to the VGG16 model, the output is first flattened and then put through a fully
connected dense layer with Softmax activation function.

Figure 11 shows the Scores and confusion matrix by the DenseNet121 model.
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Figure 10: DenseNet121 code snippet

Figure 11: DenseNet121 Confusion Matrix snippet

Figure 12: DenseNet121 Plots snippet
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Figure 12 shows the history plots of the accuracy and model loss of the DenseNet121
model.

7.3 Custom CNN model

Figure 13: CNN code snippet

Figure 13 shows all the layers used in the custom CNN model with the parameters
and activations used throughout the model.

Figure 14: CNN Confusion Matrix snippet

Figure 14 gives the scores and confusion matrix of the custom CNN model. The
accuracy, F1 score, precision and recall can be observed.
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Figure 15: CNN Plots snippet

Figure 15 gives the history plots of the accuracy and model loss of the custom CNN
model through the course of 30 epochs.
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