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Configuration Manual

John Maruthukunnel Jacob
21138494

1 Introduction

This configuration manual is created to replicate the research project ’Binary Gender
Classification of African Fingerprints using CNN’. In order to reproduce the research, the
hardware and software listed in this configuration manual is required. From configuring
the execution environment to viewing the model results, the coding procedures required
to replicate this study, will be easily done with the aid of this manual. For ease of use, a
step-by-step manual is organized into various sections below.

2 Hardware Requirement

The research was done on a MacBook air m1 with 8-core CPU (central process- ing unit)
with 4 performance cores and 4 efficiency cores and 8-core integrated GPU (graphics
processing unit).

Figure 1: System Configuration

3 GPU Configuration

The code is implemented using Google Colab Pro. The Colab Pro is a paid subscription
with a price of 9.95 euros.The Colab Pro GPU configuration used for this research is
shown in Figure 2
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Figure 2: GPU Configuration

4 Software Requirement

For the use of Google Colab Pro, Brave web browser was used. The Brave browser version
details are shown in Figure 3

Figure 3: Brave browser version

5 Package Installation

The packages necessary for data augmentation,pre-processing and modelling installed
using pip command is shown below in 4 and 5.
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Figure 4: Data augmentation and pre-proccessing packages

Figure 5: Modelling packages

6 Data Collection

The data was sourced from Kaggle data repository 1. The dataset can be downloaded by
pressing on the button as shown in Figure 6.

Figure 6: Kaggle Repository

7 Data Pre-processing

The python file ’Data pre process.ipynb’ is used for data preparation. From the original
dataset available in Kaggle, only the folder named ’Real’ is chosen for the research. The
folder named ’Real’ is zipped and uploaded to google drive under a new folder created
named ’Research Project’. The google drive is mounted in Colab notebook and the zip
file is unzipped. The data is then converted to jpg format and split into male and female
classes.

1’https://www.kaggle.com/datasets/ruizgara/socofing’
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Figure 7: Mounting drive to Google Colab

8 Data Augmentation

The data augmentation techniques such as rotate, zoom and flip is performed on the
dataset using Augmentor function. 2000 images from male class is selected and 1230
images from female class. The female class size is increased to 2000 using Augmentor
function.Then the data is split into training and testing data and saved into a folder
’data’. The ’data’ folder tree structure is created using code.

Figure 8: Augmentation function

9 Modelling

The python files ’Resnet50.ipynb’, ’vgg19.ipynb’, ’vgg16.ipynb’, ’inceptionv3.ipynb’ is
used to implement the models ResNet-50, VGG-19, VGG-16 and InceptionV3 respect-
ively. The final dataset named ’data.zip’ is unzipped into Colab notebook.The necessary
packages are installed using pip command.The necessary libraries are then imported.The
four models implemented in this research are pre-trained using ’imagenet’ dataset with
the last layer frozen. The parameter values for each model is shown in below sections.

9.1 VGG-19

The final parameters are loss=’categorical crossentropy’, adam optimizer, dropout value
of 0.5, 512 feature selection in dense layer, and sigmoid activation as final layer. Various
parameters were modified to obtain the best results. The model consists of two completely
linked layers. The training dataset, which includes 3200 images, is used to train the
model. Using a fit generator with a batch size of 512 and 50 epochs, the model history
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is produced. For each training period, the model test and training loss and accuracy are
generated. 50 epochs of the model training were completed in 8.4 minutes.

Figure 9: VGG-19 training

9.2 VGG-16

The final parameters are loss=’categorical crossentropy’, adam optimizer, dropout value
of 0.2, 512 feature selection in dense layer, and sigmoid activation as final layer. Various
parameters were modified to obtain the best results. The model consists of two completely
linked layers. The training dataset, which includes 3200 images, is used to train the
model. Using a fit generator with a batch size of 512 and 50 epochs, the model history
is produced. For each training period, the model test and training loss and accuracy are
generated. 50 epochs of the model training were completed in 8.6 minutes.

Figure 10: VGG-16 training

9.3 InceptionV3

The final parameters are loss=’categorical crossentropy’, adam optimizer, dropout value
of 0.2, 512 feature selection in dense layer, and sigmoid activation as final layer. Various
parameters were modified to obtain the best results. The model consists of two completely
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linked layers. The training dataset, which includes 3200 images, is used to train the
model. Using a fit generator with a batch size of 512 and 50 epochs, the model history
is produced. For each training period, the model test and training loss and accuracy are
generated. 50 epochs of the model training were completed in 50 minutes.

Figure 11: InceptionV3 training

9.4 ResNet-50

The final parameters are loss=’categorical crossentropy’, adam optimizer, dropout value
of 0.2, 512 feature selection in dense layer, and sigmoid activation as final layer. Various
parameters were modified to obtain the best results. The model consists of two completely
linked layers. The training dataset, which includes 3200 images, is used to train the
model. Using a fit generator with a batch size of 512 and 50 epochs, the model history
is produced. For each training period, the model test and training loss and accuracy are
generated. 50 epochs of the model training were completed in 7.7 minutes.

Figure 12: ResNet-50 training
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10 Evaluation

The model evaluation was done using testing accuracy and loss. The training and testing
accuracy is plotted along with the loss graphs. The VGG-19 and VGG-16 models obtained
the best accuracy of 72% followed by InceptionV3 (67%) and, ResNet-50(60%). The
graphs are plotted using the matplotlib as shown in 13

Figure 13: Barplot code

Figure 14: VGG-19 accuracy and loss graph
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Figure 15: VGG-16 accuracy and loss graph

Figure 16: InceptionV3 accuracy and loss graph

Figure 17: ResNet-50 accuracy and loss graph
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