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1 Introduction

Configuration Manual provides the details about system requirements, environment setup,
tools and algorithms used for the Fake job prediction implementation. In this research,
both Machine Learning and Deep Learning classifiers were used along with feature extrac-
tion techniques. To validate the model performance, evaluation metrics such as Accuracy,
Time, F1-score, Precision and Recall were used. The process followed during the devel-
opment phase as well as the final research findings are documented in the implementation
section.

2 System Specification

The details of system specification are listed as follows.

• Operating System: Mac OS Ventura 13.0

• Chip: Apple M1

• Memory: 8GB

• Storage: Macintosh HD 494.38GB
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Figure 1: System Specification

3 Software Requirements

This research work was implemented using Machine Learning and Deep Learning ap-
proaches and hence Python 3 was used for project implementation. For code implement-
ation, Google Colaboratory was used as its faster and consists of plethora of libraries
required for Deep Learning models.

Figure 2: Google Colaboratory
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4 Data Source

The fake job data was collected from the public repository called ”Kaggle” 1. This dataset
consists of 17000 records and 18 columns. All these records are related to meta data about
the job information.

Figure 3: sourcedata

5 Data Load and Analysis

Firstly, important libraries were imported as shown in figure 4

1https://www.kaggle.com/datasets/shivamb/real-or-fake-fake-jobposting-prediction
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Figure 4: Important packages and Libraries

Fake job data was taken from Kaggle repository and kept in the Google Drive 5. From
Google drive , the code was loaded in to Data input data frame by using pandas library
as shown in figure 6

Figure 5: Dataload from Google Drive

Figure 6: dataload

The structure of the data is illustrated as shown in figure 6
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Figure 7: structure of data

5.1 Exploratory Data Analysis

The Location column was splitted into city and country in order to plot the geographical
distribution of fake job across the world. Also, various graphs were plotted to understand
the fake job distribution.

Figure 8: Extraction of country
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Figure 9: Total Fake jobs postings

Figure 10: Fake jobs postings for Employment type

Figure 11: wordcloud for Fakjob postings

6 Data Preprocessing

This section explains various preprocessing steps that were implemented before model
building. In this process, the basic operations such as unwanted column removal, HTML
tags removal from the text were implemented. In addition, the NLP oprations such as
stop words removal, special characters removal and tokenization were performed in order
to get clean data for model building.
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Figure 12: IrrelevantColumn Removal

Figure 13: HTML Tags Removal

Figure 14: NLP Processing

Since the data is highly imbalanced, the RandomUnderSampling technique was ap-
plied in order to make the balanced data.
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Figure 15: Random Under Sampling process

7 Model Building

This section provides a brief overview of model building process. For model building,
both Machine Learning and Deep Learning classifiers were used. Before model build,
the feature extraction techniques such as Unigram, Bigram, Trigram and TF-IDF were
implemented.

Figure 16: Unigram model

Figure 17: Train and Test data Split
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Figure 18: RandomForest Classifier

Random Forest classifier was retrained with hyper parameter tuning for optimized
performance.

Figure 19: RandomForest with Hyperparameter Tuning

Figure 20: Naive Bayesn Classifier
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Figure 21: LightGBM Classifier

Light GBM classifier was retrained with hyper parameter tuning for optimized per-
formance.

Figure 22: LightGbm with Hyperparameter Tuning

Figure 23: XGBoost Classifier

In addition to Machine Learning models, Deep Learning models such as ANN and
MLP classifiers were built for model comparison.

Figure 24: Important Libraries for Deep Learning Model
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Figure 25: ANN Classifier

The MLP classifier was trained with two optimizers called ”LBFGS” and ”ADAM”
in order to get optimized model.

Figure 26: MLP Classifier with LBFGS Optimizer

Figure 27: MLP Classifier with ADAM Optimizer

Initially Unigram feature was implemented with all classifiers.Then, Bigram, Trigram
and TF-IDF models were built with all classifiers in order to assess the model performance
for different feature extraction techniques.
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Figure 28: Bigram model

Figure 29: Trigram model

Figure 30: TF-IDF model

8 Model Evaluation and comparison

After model building, various evaluation metrics were used to evaluate the model perform-
ance. Evaluation metrics such as Accuracy, Time, F1 Score, Precision, Recall, Confusion
Matrix and ROC AUC curve were used.
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Figure 31: Evaluation Metrics

Figure 32: ConfusionMatrix

ROC AUC Curve was used to compare both Machine Learning and Deep Learning
models based on ROC AUC score.
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Figure 33: ROC AUC Curve Comparison
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