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1 Introduction

The configuration manual demonstrates the process used to code the project “Generating
MRI images using Style transfer learning”. To build a model CycleGAN framework and
U-Net-based segmentation of deep learning are used. This manual configuration contains
the hardware requirements, software requirements, and steps of implementation.

2 Hardware and software configuration

2.1 Hardware configuration

The below figure.1 shows the hardware configuration used to run the code.

Figure 1: Hardware configuration

2.2 software configuration

The Google colab pro subscription is taken because running the program requires more
system RAM, GPU RAM, and disk space.

The below figure.2 shows the software configuration used to run the code.
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Figure 2: software configuration

3 Data Preparation

The dataset is collected from the GitHub library 1 and was available in.RAR format
which is unzipped and uploaded to google drive. The dataset contains 2 sub-datasets of
T1-styled MRI images and T2-styled MRI images in .png format. After uploading the
dataset, it is divided into train and test datasets as shown in figure.3.

Figure 3: Dataset

• Importing Libraries: First, the required libraries are imported as shown in the
figure.4.

• Setting project directory and Data Loading: The drive is then mounted in the pro-
gram then Changing the working directory to target path (Mode Training folder)
and then datasets are loaded in respective variables as shown in figure.5,figure.6.

1https://github.com/hackassin/Brain-MRI-Style-Transfer-With-GAN
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Figure 4: Importing Libraries

Figure 5: Setting project directory
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Figure 6: Data Loading

4 Data Preprocessing

In this step, data normalization is shown in the figure.7, image resizing, image reshaping,
batching and shuffling of the image are done.
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Figure 7: Data Normalization

5 Model Building

After the data pre-processing is done the model for generating MRI images is built us-
ing U-Net segmentation by using Upsampling (Transposed Convolutional Neural Net-
work)and Downsampling(Convolutional Neural Network) layers as shown in figure.8

After this step building of the Discriminator is also performed with only Down-
sampling (Convolutional Neural Network) layers as shown in figure.9.

• Defining Losses: After building a model all Losses are defined as required for train-
ing a model as shown in figure.10.

• Checkpoints Initialization: To save the model during training flow checkpoints are
stored on the drive and Adam optimizer is also applied to the model as shown in
figure.11.

5



Figure 8: U-Net based generator model

Figure 9: U-Net based Discriminator model
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Figure 10: Losses

Figure 11: Checkpoints Initialization and applying Optimizer

7



6 Model Training

The function is defined for the training of a single batch of data using the CycleGAN
framework which contains 2 generators and 2 discriminators as shown in figure.12.

Figure 12: Function defination of model training
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Figure 13: Model Training

7 Image Generation and Model Evaluation:

The function is created that takes the input image and generates the output MRI respect-
ively as shown in the figure.14, Also in this function definition evaluation code is included
which prints the SSIM and PSNR score. Whenever this function is called it generates the
input image and also prints the SSIM and PSNR score to evaluate a respective model.

After the function is defined it is called to generate 4 types of images whose out-
put contains generated image and the SSIM and PSNR score of the generated image
respectively.

9



Figure 14: Function for Image Generation and Model Evaluation

7.1 Generating Data By Providing Test dataset

The four results are generated such as T1styled image to T1Styled image as shown in
figure.15,T2-Styled image to T2-styled image as shown in figure.16, T2-styled image to
T1-Styled image as shown in figure.17, T1-styled image to T2-Styled image as shown in
figure.18.

These four figure shows the results of generated images using 2 types of a generator
on the test dataset which is converted into TensorFlow format.
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Figure 15: T1-styled image to T1-Styled image

Figure 16: T2-Styled image to T2-styled image
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Figure 17: T2-styled image to T1-Styled image

Figure 18: T1-styled image to T2-Styled image

12


	Introduction
	Hardware and software configuration
	Hardware configuration
	software configuration

	Data Preparation
	Data Preprocessing
	Model Building
	Model Training
	Image Generation and Model Evaluation:
	Generating Data By Providing Test dataset


