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Generating MRI images using style transfer learning

Dnyaneshwari Mahajan
X20191138

Abstract

In the medical field, the availability of medical imaging for practitioners or ra-
diologists is a huge challenge because of the cost of medical imaging and patient
data privacy laws. Deep learning has emerged as an important technology in com-
puter vision applications due to technologies like GAN compared to traditional
augmentation techniques. State-of-art style transfer (Generative Adversarial Net-
works) GANs play a crucial role in generating images in the medical field. The aim
of this research project is to build a model for generating MRI (Magnetic resonance
imaging) images with different contrast levels using a novel approach of combing the
CycleGAN framework and customized U-Net segmentation(CycleGAN+UNET).

This research conducted four experiments on 2 publicly available unpaired data-
sets of T1-styled images and T2-styled images. At the training phase, the Cyclic
consistency loss for the final model is 3.75 which is comparatively low than other
models. The generator loss and discriminator loss are 0.93 and 0.79 respectively,
the values of the generator and discriminator are very close to each other which
means they are balanced. The identity loss is 0.20 which is comparatively low than
other models and indicates that the reconstructed image is similar to the original
image. The result shows that model performance is better when generating same-
styled images T1 to T1 and T2 to T2 with maximum SSIM (Structural similarity)
scores of 0.87, 0.94 and PSNR (Peak-signal-to-noise-ratio) scores of 33.09db, and
30.72db respectively. Improvement is needed to generating images with different
styles images T1 to T2 and T2 to T1 because of low SSIM scores of 0.35 and 0.55
respectively.

Keywords— GAN; CycleGAN; MRI; SSIM; PSNR; U-Net; Deep learning

1 Introduction

MRI is a widely used imaging technique to understand a significant amount of information
about diseases in the human body part. Multiple MRI images help doctors to diagnose
the patient accurately but due to the cost of data and less availability of data, it can
cause a problem. What if only one kind of MRI is necessary and another can be created
automatically? Would it not simultaneously improve the treatment plan and saves the
patients money and time?

For various issues, several types of MRIs are necessary. It might not be possible to
diagnose the issue with one kind of MRI. An additional type of MRI, could improve
diagnostic accuracy and improve the treatment of patients(Zhang et al.; 2021).

In this research project, a new approach is proposed to solve the problem of inad-
equate amount of training data for practitioners and doctors to study different cases
of abnormalities in brain MRI images. The deep learning-based model is developed to
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generate MRI images with different contrast levels using less amount of MRI images. a
novel customized tuned model is developed using CycleGAN style transfer framework
with Unet-based image segmentation, Adam optimizer, and ReLu activation function.
This model generates T1-styled MRI images to T2-styled MRI images and vice-versa. T1
and T2 are two different datasets with brain MRI images with different contrast levels.
The attributes of images in both datasets are described in Table 1.

Table 1: MRI Image Attributes.

Type T1 style T2 style
Water Dark Very Bright
Fat Very Bright Dark
Bone Dark Dark
Muscle Intermediate Dark
Tumours Intermediate Bright

1.1 Background and Motivation

Medical misdiagnosis is a serious problem, but it is also unfortunately common to occur.
MRI diagnosis is one of the medical field’s most complicated and challenging tasks. Dia-
gnosing MRI images and predicting diseases is not a straightforward binary process such
as normal and abnormal. To interpret the scan radiologist and practitioners may often
need to use different imaging variations which can significantly improve diagnosis accur-
acy by providing practitioners with comprehensive knowledge. However, due to patient
data privacy laws, it is complicated and costly to access a big dataset of MRI images.
This problem motivates this research to build a model for generating MRI images using
deep learning techniques to solve the issue of misdiagnosis in the medical domain. Deep
learning approaches required a large amount of data to train the model to provide accur-
ate results but in the medical domain due to storage of data and data privacy rules, it
is complicated to access datasets. The common approach is to take a small but labelled
dataset and augment it to improve the efficiency of a model.

Generative Adversarial Network is a very popular and powerful technology in training
deep neural networks(Chong and Ho; 2021). Deep learning is an important technology in
the computer field. This technique is used to build medical-related applications. It is hard
to achieve great accuracy with a low amount of data when building medical applications
based on MR images. Basic data augmentation techniques such as affine, elastic trans-
formation or flipping, and stretching provide limited and unrealistic performance(R and
S; 2021). Since medical images are standard and follow strict regulations, this research
used a model based on the style transfer learning-based GAN approach.

1.2 Research Question

How well does style transfer learning apply to generate artificial MRI images to provide
a solution for misdiagnosis in the medical field?
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1.3 Research Objective

The main objective of this research project is to build an optimized model using Cycl-
eGAN Generative adversarial network and U-net-based segmentation for generating arti-
ficial MRI images. Using the style transfer learning model generates a T2-weighted MRI
image from the T1-weighted MRI image and vice-versa. T1-styled and T2-styled MRI
images contain different values of attributes such as type of water, bone, fat, muscle,
and tumours of brain tissues. A novel approach will be applied to GAN with U-Net seg-
mentation to produce MRI images of different contrast levels to strengthen the quality of
disease diagnosis in medical applications. The model is evaluated using SSIM and PSNR
scores.

1.4 Report Structure

Continuing further, a remaining document is in the following sections. In section 2, related
work on GAN-based techniques, its conclusion and evaluation techniques are discussed.
Section 3 comprises the detailed methodology for model development. Section 4 provides
the complete design architecture of the model. Section 5 contains the implementation
of the final model. Section 6 provides detailed results of an experiment using evaluation
techniques. The last section 7 contains the conclusions and future work of the research
project.

2 Related Work

In the medical imagining field, the Process of Generating MRI images is very challenging
and important. less availability of datasets is a problem for radiologists or practitioners
which can cause misdiagnosis of diseases. To provide an effective solution to this problem
various research have been proposed in past few years. The brief literature review of
related research is discussed below to support the idea of building a model by assessing
and improving it. This section helped a research project to build a model for generating
MRI images by understanding and evaluating the previous research. The related work
section is divided into 4 subsections mentioned as follows.

2.1 CycleGAN is the best method for Data Augmentation of
MRI images

Over the last decade, most research is carried out on generating MRI images using vari-
ous deep-learning techniques.(R and S; 2021),(Mok and Chung; 2019) compared deep
convolutional GAN with traditional augmentation techniques such as affine image trans-
formation, and elastic image transformation. The authors (Singh and Raza; 2021) con-
cluded that GAN-based augmentation is adopted well to overcome the disadvantages of
the aforementioned techniques because the traditional techniques fail to a diversity of
medical data. In the medical field, high-level information such as the size and shape of
the tumor in the brain, fat, and water this kind of sensitive contextual information could
be affected by using basic augmentation techniques which is very risky.

To generate MRI images different GAN-based frameworks such as DCGAN (Deep
convolutional GAN), WGAN (Wasserstein GAN), CGAN(Conditional GAN) and Cycl-
eGAN are used(Han et al.; 2018). A framework like CycleGAN is outperformed by others
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because it contains the additional component in loss function which is cyclic-consistency
loss which ensures the backward and forward cyclic consistencies (Tmenova et al.; 2019).
(Zhang et al.; 2021) compared CGAN and CycleGAN framework to generate T1-styled
MRI images to T2-styled MRI images whether they found that CycleGAN performed
better than CGAN because the image generated by CGAN was blurred.

The authors (Zhang et al.; 2021) proposed a model using CycleGAN deep neural net-
work for generating artificial data of angiograms. The two data set are used to transfer
style from 1 dataset to another and vice-versa to generate the data with different con-
trast level. The authors built a model and trained for 200 epochs which shows a good
result with a 0.906 SSIM score and 31.303 PSNR score. This paper did not apply any
optimization function which could help to increase the performance of the model.

The authors (Xu et al.; 2019) proposed a model using semi-supervised guided Cycl-
eGAN with Res-Net18 segmentation. The generator of the module is trained by unsuper-
vised adversarial loss and supervised pixel loss. The result is compared with the baseline
model and the authors concluded that semi-supervised works great to generate realistic
tumour images from normal images and vice-versa with boosting 9.78 % sensitivity.

This section helped this research project choose the CycleGAN framework for gen-
erating MRI images over other aforementioned data augmentation techniques. Cycl-
eGAN performs well than other data augmentation techniques because it contains cyclic-
consistency loss which enforces cyclic consistency and prevents the generator to generate
fake images (Singh and Raza; 2021). Also to improve the performance of the model use
of optimization functions, the image segmentation model and other factors are important
which are discussed in the next section.

2.2 The need for the best Image segmentation and Optimiza-
tion Technique

The U-Net is a widely used technique for medical image segmentation. The structure of
the U-net is an auto-encoder where the encoder extracts the features of an image and the
decoder creates a segmentation map using those features.(Chen et al.; 2021) proposed a
model using U-Net image segmentation to generate medical images. U-Net shows better
performance for generating data with a small dataset. The authors used the Adam
optimizer to increase the learning rate and to produce improved output. The approach
of using U-net segmentation (Zhu et al.; 2019) and adam optimizer produces good results
but the authors used the basic GAN framework which motivates this research to use this
approach with the CycleGAN framework to enhance model accuracy.

The authors (Bui et al.; 2020) proposed a model with U-Net based generator with
instance normalization and a patch-based neural network as a discriminator. These two
segmentation networks are joined and trained together with a fixed number of weights.
After applying this segmentation model accuracy increased from 84.67% to 90.01% com-
pared with manual segmentation CycleGAN. The author also applied the Adam optimizer
to the model for better results. The Adam optimizer is used while training the model be-
cause it is recent and a popular algorithm since it is effective and requires less memory(R
and S; 2021).

The authors (Mukherkjee et al.; 2022) proposed a new approach of combining two
DCGANs and one WGAN to select the best 2 images with great SSIM scores for aggreg-
ation. After the aggregation, the VGG-19 model is applied to generate style-transferred
images. They also applied the Adam optimizer to increase the learning rate of the model.
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This approach to generating the image is different but limited to just combining two
images and applying a pre-trained VGG 19 deep learning model. This research needs
further improvement by using a customised deep learning model to increase performance.

The authors (Xu et al.; 2020) compared VGG19, ResNet, DenseNet and U-Net seg-
mentation techniques with general style transfer model with GAN where they conclude
that the model framework can improve segmentation accuracy by 2 to 4 % if U-Net seg-
mentation is applied to create a generator than other techniques although authors state
that VGG19 is the best choice for feature extraction.

The authors (Quan et al.; 2018) compared singleGAN, ReconGAN, and RefineGAN
models for generating MRI images whether they conclude that RefinGAN produces fewer
errors and outperformed with less running time, and good image quality, thus it will
work great in medical applications. RefineGAN is based on U-Net, CNN and GAN.
The authors used the U-Net architecture of convolutional autoencoder and deep residual
network with skip connections to RefineGAN. It is based on cyclic consistency loss with
fully residual CNN. This architecture is similar to CyleGAN but it follows just forward
propagation. This paper motivated the research project to combine U-Net segmentation
with CycleGAN to improve the model efficiency.

This section helped the research project, select the U-net segmentation technique for
image segmentation because it helps to increase the accuracy of a model than manual
segmentation and the Adam optimizer as an optimization function. The literature review
of this section did not combine CycleGAN with U-net segmentation which motivate this
research to use this approach. According to previous research papers(Kim et al.; 2023),
Adam Optimizer helps to increase the learning rate and decrease processing time(R and
S; 2021). So, the Adam optimizer is applied to a research project model.

2.3 The need for Instance Normalization and choosing the best
techniques for evaluation

The instance normalization layer enables a model to understand style information to
improve the performance speed at the training phase.(Xu et al.; 2020) compared the
performance of a model without normalization and after performing shifting, scaling-up
image size, matching style channel-wise, and style transfer of the original image. Authors
state that after performing instance normalization model training time is reduced after
performing mathematical operations to convert it into a single vector as a single unit
which is independent of contexts(Huang and Belongie; 2017).

(Liu et al.; 2021) Adaptive instance normalization is used to insert the style of an
image into a generator and batch normalization to successfully generate images and to
enhance the learning of image features.(Chong and Ho; 2021) chosen instance normaliza-
tion than batch normalization for the discriminator to learn instance-oriented mean and
to overcome hardware restrictions on training batch size and covariance shift. It helps to
increase the performance and stability of the training model.

SSIM and PSNR are the most frequently used evaluation methods for checking whether
generated images are real or not (Oh et al.; 2022). PSNR value provides the quality of
the generated image and the SSIM score is used to check similarities between two im-
ages to check generated image is similar to the original image or not (Horé and Ziou;
2018),(Wang et al.; 2022).

This section helped the research project by indicating the importance of instance
normalization to improve the performance and stability of the model through a literature
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review of the previous study. Also helped to choose appropriate evaluation techniques
such as SSIM and PSNR.

3 Methodology

To Generate MRI images with different contrast levels, this research used a U-Net seg-
mentation model for creating a generator and CycleGAN architecture. The research con-
sists set of steps which follow KDD (Knowledge Discovery in Database) process methodo-
logy. KDD approach followed to continue the research project work as it covers everything
required to accomplish the work. The methodology consists of several 5 steps explained
as follows.

3.1 Data Selection

The data gathering was a major task, for this research because of patient privacy laws
the availability of the medical imagining dataset is very less. This research required data
with 2 separate datasets of MRI images with different contrast levels or different styles.
The image data is taken from the git hub library1open-source platform. The dataset
consists of 2 separate folders one with 42 T1-styled brain MRI images and the second
with 46 T2-styled brain MRI images. The attributes of these T1 and T2-styled images
are shown in Table 1.

3.2 Data Preprocessing

After the data section and loading of the image dataset into the image array are done,
data preprocessing needs to be carried out to achieve the desired results by improving
the image features. In this phase, image resizing, image reshaping, image shuffling and
image batching are done to capture better image information. It is observed that brain
images naturally have more height than the width so, the rectangular format is resized
to a square format of 256×256 dimension. The image batching is done with batch size =
2. Image normalization is a process of the normalizing intensity of an image pixel. Image
normalization is important to convert input images into a normal range of pixel values
(Depeursinge et al.; 2017). The formula for image normalization is as follows:

Inorm =
I −Min(I) ∗ 255
Max(I)−Min(I)

(1)

Here, ‘I’ is the grayscale value of the original image, ’Inorm’ is the grayscale value of
the normalized output image, ’Min(I)’ is the minimum grayscale of the original image,
’Max(I)’ is the maximum grayscale of the original image2. So, the final formulas for the
normalization of the T1 images and T2 images dataset after putting values in equation
1 are,

T1norm = (T1images/127.5)− 1.0 (2)

T2norm = (T2images/127.5)− 1.0 (3)

1https://github.com/hackassin/Brain-MRI-Style-Transfer-With-GAN/blob/main/MRI
2https://www.baeldung.com/cs/instance-vs-batch-normalization
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Here, ‘T1norm’, and’ T2norm’ are grayscale values of normalized output images,
‘T1images’, and ‘T2images, are grayscale values of original images and Min(I)=127.5 and
Max(I)=255 because images in dataset are grayscale whose range is in between [0,255].

3.3 Data Transformation

Input image data is converted into the format of a TensorFlow dataset using tf.data.dataset()
method. In this phase, (Sandfort et al.; 2019) instance normalization is performed on
data to normalize it into one sample or instance so that training of the model on nor-
malized data will reduce training time. The data after preprocessing and transformation
is shown in Fig.1. The following Fig.1 indicates that data after normalization capture
better information than data before normalization.

Figure 1: Comparison of data before and after normalization

3.4 Modelling

In this phase, CycleGAN architecture is used to build a model for generating synthetic
MRI images as mentioned in section 2.1. CycleGAN architecture contains 2 generators
and 2 discriminators. As mentioned in section 2.2, the U-Net segmentation method is used
to build the generator which is a combination of convolution and transposed convolution
neural network. A discriminator is a classifier which is based on a convolution neural
network.

CycleGAN architecture as shown in Fig.2 is a combination of 2 GANs. It contains
2 generators and 2 discriminators. 1st generator transforms the image in the domain ‘a’
into the image in domain ‘b’. Once this fake image is formed 2nd generator transforms the
fake image in domain ‘b’ into an image in domain ‘a’ that is the original image. During
the training phase of the model, the discriminator checks whether the image generated
by generators is real or fake.
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Figure 2: CycleGAN Architecture:Unpaired Image-to-Image Translation (Tmenova et al.;
2019)

In CycleGAN architecture as shown in Fig.2, (Sandfort et al.; 2019) the generator
receives feedback from another generator which ensure that the image generated by the
generator is cyclic consistent or not. Cyclic consistency, meaning that applying both
generators in a sequence should provide an image that is similar. To evaluate the quality of
a generated image during training model is done using cyclic consistency loss which helps
to ensure forward and backward cyclic consistency. All the losses to evaluate generated
image quality during the training phase are briefly described in the next subsection ??.

The Adam optimizer is also applied to both generator and discriminator with a 2e-4
learning rate for reducing the training time of the model. The Leaky ReLU activation
function is also applied to the model before the training phase to speed up the training
process2.3.

3.5 Evaluation

The model is evaluated using Cyclic consistency loss, identity loss, generator loss, and
discriminator loss during the training phase to choose the best working model.

The cyclic consistency loss is an L1 distance between the reconstructed image and
the original image. It indicates the stability of the network. The generator loss and
discriminator loss have an adversarial relationship. If the generator loss is up than the
discriminator loss then the generator is working well and vice-versa. The losses must not
be 0 because if the losses are 0 that means the model is overfitting. The identity loss
indicates the similarity between the reconstructed image and the original image(Zhang
et al.; 2021).

There are some parameters are important to understand before deriving equations
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such as G=Generator, D=discriminator, x=Original Data, and z=input noise. Equation
4 indicates generator loss and Equation 5 indicates discriminator loss.

L(G) = min[log(1−D(G(z)))] (4)

L(D) = max[log(D(x)) + log(1−D(G(z)))] (5)

Lcyc (G,DA, B,A) = Ea∼pdata (a) [|F (G(a))− a|1] + Eb∼pdata (b) [|G(F (b))− b|1] (6)

Equation 6 indicates cyclic consistency losses. The parameter for this equation is based
on fig.2 where CycleGAN contains 2 mapping functions G:A→B, F:B→A(Zhu et al.;
2017).

After choosing the best working model, the image generated by a model on the test
dataset is evaluated using SSIM and PSNR scores. A higher the value of SSIM score for
reconstructed images shows that model working well. PSNR score represents the quality
of a generated image(Sandfort et al.; 2019).

3.5.1 SSIM:

SSIM(x,y) =
(2µxµy + C1) (2σxy + C2)(

µ2
x + µ2

y + C1

) (
σ2
x + σ2

y + C2

) (7)

The SSIM (Horé and Ziou; 2018) is calculated as shown in the equation.7 where, µx

is the mean of pixel sample x, µy is the mean of pixel sample y, σ2
x is a variance of x,

σ2
y is a variance of y, σxy is the covariance of x and y, c1 = (k1L)2 and c1 = (k1L)2 are

variables to stabilize denominator part, L is 2 bit per pixel value,k1=0.01 and k2=0.03
by default.The SSIM score range between 0 to 1, and 1 represents a perfect match for
generated image with the original image.

3.5.2 PSNR:

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

[I(i, j)−K(i, j)]2 (8)

PSNR = 20 · log10 (MAXI)− 10 · log10(MSE) (9)

For calculating PSNR (Horé and Ziou; 2018) first MSE is calculated as shown in equa-
tion.8 where MSE is the mean squared error for m*n images ‘I’ with ’K’ as a noise. Then
PSNR is calculated as shown in equation.9 where, MAXI is the maximum pixel value
of an image. Here, the image is 8 bits per sample so, the value of MAXI is 255. The
greater the value of PSNR indicates less amount of noise which means generated image
has closer likeness to the original image.
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4 Design Specification

The model design of the U-Net-based Generator for synthesizing MRI images is shown
in fig.3.

In this research project, the CycleGAN model is implemented comprised of 2 gen-
erators and 2 discriminators as shown in fig.2. The generator g and generator f both
generators are built using the U-Net segmentation model. The generator g translate
the domain A (T1-weighted images) to domain B (T2-weighted images) and generator f
translates the domain B (T2-weighted images) to domain A (T1-weighted images) as
shown in fig.2.

The design of fig.3 shows U-shaped architecture when it rotates 90 degrees. U-Net
generator is a combination of convolutional and transposed convolutional neural networks.
The model has a simple U-shaped structure(Schonfeld et al.; 2020). Downsampling of
sequential layers that works as an encoder and upsampling of sequential layers that work
as a decoder with skip connections as shown in fig.3.

The Upsampling is performed using a transposed convolutional neural network to
increase image dimensions and reduce the number of channels. The hyperparameter
tuning is done at the time of defining an Upsample() function by passing values such as
stride= 2(Filter will move by 2 pixels), padding=” same”(Output size of image is same
as input size), keeping the dropout value constant to 0.5 and applying ReLU activation
function to result.

The Downsampling is performed using a convolutional neural network to reduce image
dimensions and increase the number of channels (Zhu et al.; 2019). The hyperparameter
tuning is done at the time of defining a Downsample() function by passing values such
as stride= 2, padding=” same”, keeping the dropout value constant to 0.5 and applying
the ReLU activation function to the result.

The image of 256*256 pixels is passed as input to the U-Net generator so the shape of
an input image is (256,256,1) where channel=1 for an input image. The model contains
8 sequential Downsampling layers as shown in fig.3. In each sequential hidden layer, the
image dimensions reduce to half because the dropout value is 0.5 and channel numbers
are increased. Sequential layer 1 takes the input image of shape (128,128,64) from the
output of the previous layer and provides the output image of shape (64,64,128) as input
to the next layer.

After Downsampling is done Upsampling is performed by passing the output of se-
quential layer 8 as input to sequential layer 9. In the upsampling, image dimensions
increased by twice and channel numbers decreased. As shown in fig.3 sequential layer
9 takes the input image of shape (2,2,1024) and provides the output image of shape
(4,4,512). This process continues until sequential layer 14 and at the end, convolutional
transpose is taken to generate an image with the same dimensions as an input image.

The Downsample and Upsample layers are connected by bypass skip connection. Skip
connection ensures the sequence of the downsampling layer is the same as the upsampling
layer (Zhu et al.; 2019).

This is the architecture design of the generator model which is the same for both
generators ‘generator g’ and ‘generator f’. The model-building process is done before the
training phase. At the time of the training phase, the training performed on the train
datasets by integrating these 2 modules in a single model by passing some parameters
such as losses, gradient to an optimizer and passing the number of epochs.

There are 3 models developed by passing different parameters and the best model is
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Figure 3: The Architecture Design of the generator model based on U-Net segmentation:
Network Structure of Generator with Upsampling and Downsampling Layers

selected for training. A brief discussion of these models is provided in section.5.

5 Implementation

In this research project, 4 experiments are performed for finalizing the best model such
as V1, V2, V3, and V4. These 4 experiments represent 4 different models with different
parameters. Figure.4 contain all the models for generating MRI images with important
hyperparameters. By changing some parameters of the model, the output produced by
this model is changed. After assessing the losses of each model the final model is selected
as shown in Table.3.

The Losses shown in Table.2 are losses at the last epoch of respective models.

Table 2: Losses of Experiments

Experiments Cyclic consistency
Loss

Generator
loss

Discriminator
loss

Identity
loss

V1 5.1 2.3 1.9 1.6
V2 4.8 2.1 1.8 1.3
V3 3.85 1.2 0.96 0.39
V4 3.75 0.93 0.79 0.20
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Figure 4: List of Experiments with Hyperparameter Tuning: V1, V2, V3, V4

5.1 Experiment 1 (V1)

In this experiment, the model for generating an MRI image is created by passing the
hyperparameters mentioned in Fig.4. The resized image of shape(128x128) is passed as
input to the model. At the time of training the model, it is observed that the model
is not learning enough due to less number of neural network layers. As shown in fig.3,
there are only 4 upsampling layers and 4 downsampling layers present in the model stack
which are not enough to train a model. The dataset contains less number of an image
so, batch size needs to be reduced.

As shown in Table.2, the Cyclic consistency loss 3.5 for V1 is 5.1 which indicates that
the L1 distance between real and Recycled images or reconstructed images is comparat-
ively high than in other models. The generator loss and discriminator loss are 2.3 and
1.9 respectively. The generator and discriminator have an adversarial relationship so, the
generator performed well for this model because generator loss is greater than discrimin-
ator loss. Although the values of the generator and discriminator are very close to each
other that means they are balanced. The identity loss is 1.6 which is comparatively high
than other models.

5.2 Experiment 2 (V2)

The difference between models V1 and V2 is the shape of the image is changed from
(128x128) to (256x256) for capturing more information and the batch size is changed
from 40 to 5 because a larger batch size takes more processing time and reduces the
performance of the model. All other parameters are the same for both models. As per
Table.2, the Cyclic consistency loss for V2 is 4.8 which is other models but lower than
V1. The generator loss and discriminator loss are 2.1 and 1.8 respectively. The generator
and discriminator have an adversarial relationship so, the generator performed well for
this model because generator loss is greater than discriminator loss. Although the values
of the generator and discriminators are very close to each other which means they are
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balanced. The identity loss is 1.3 which is comparatively high than other models. At the
time of training the model, it is observed that the model is working well than V1. The
dataset is small hence, to reduce overfitting and provide more parameters for training
needs to be increased in neural network layers.

5.3 Experiment 3 (V3)

The difference between V2 and V3 models is batch size is changed from 5 to 2 to check
if it will work the same or different when reduced batch size is to 2. The number of
upsampling, and downsampling layers are increased to 7 each to increase the number of
parameters at the training phase to provide better output. All other parameters are the
same for both models. As per Table.2, the Cyclic consistency loss for V3is 3.85 which
is comparatively low than V1 and V2. The generator loss and discriminator loss are 1.2
and 0.96 respectively. The generator and discriminator have an adversarial relationship
so, the generator performed well for this model because generator loss is greater than
discriminator loss. Although the values of the generator and discriminator are very
close to each other which means they are balanced. The identity loss is 0.39 which is
comparatively low than V1 and V2. At the time of training the model, it is observed that
the model is working well than V1 and V2 but this model trains for 300 epochs which
causes low memory error and takes a long training time. Also after the 100th epoch
model shows a repetition of the same output. And to avoid overfitting the model.

5.4 Experiment 4 (V4)

The only difference between model V3 and V4 is the number of epochs reduced from 300
to 100 to avoid overfitting because results produced by the V3 model show repetition of
output after the 100th epoch. All other parameters are the same for both models including
batch size because a generated image is slightly realistic when it is changed to 2. As per
Table.2, the Cyclic consistency loss for V4 is 3.75 which is comparatively low than other
models. The generator loss and discriminator loss are 0.93 and 0.79 respectively. The
generator and discriminator have an adversarial relationship so, the generator performed
well for this model because generator loss is greater than discriminator loss. Although the
values of the generator and discriminator are very close to each other that means they
are balanced. The identity loss is 0.20 which is comparatively low than other models
and indicates that the reconstructed image is similar to the original image. At the time
of training the model, it is observed that the model is working well than other models.
The V4 model is selected as the final model for this research project after assessing and
comparing all the models.

The V4 model is selected as a final model for this research project after assessing and
comparing all the models.

6 Evaluation

After the implementation of four CycleGAN-based models, V4 model outperformed all
other models because of fewer loss values and based on observation at the training phase.
This section illustrates the evaluation results of a final selected model 5.4 using SSIM
and PSNR scores.
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Figure 5: The V4 model Generation results of T1-weighted images to T1-weighted images
(T1→T1), T2-weighted images to T2-weighted images (T2→T2), T1-weighted images to
T2-weighted images (T1→T2), T2-weighted images to T1-weighted images (T2→T1) in
MRI.
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Table.3 and Fig.5 contain all the results for the final model. The V4 model is applied
to the test dataset to check the final results. The V4 model generates MRI images at
four different conditions as shown in Table.3. The following subsections explain the 4
different results generated by the V4 model.

Table 3: Evaluation Metrics for Generated images

Image Generation
Style

SSIM Score PSNR Score

T1→T1 0.94 33.09 db
T2→T2 0.87 30.72 db
T1→T2 0.35 28.48 db
T2→T1 0.55 29.03 db

6.1 Result 1: Generating T1-styled MRI image when T1-styled
MRI image is provided

The model reconstructs the image when the T1-styled image from test dataset and gen-
erator f are provided as shown in fig.5. The SSIM score is 0.94. According to 5 and
the SSIM score, the reconstructed image is a closer resemblance to the original image.
which indicates that the model is working well. The PSNR score is 33.09 dB.The PSNR
score indicate the quality of generated image which is better than earlier similar works
(Mukherkjee et al.; 2022) (Tmenova et al.; 2019).

6.2 Result 2: Generating T2-styled MRI image when T2-styled
MRI image is provided

T2-styled image and generator g are provided to the model to reconstruct the T2-styled
image as shown in Fig.5. The SSIM score is 0.87. According to Fig.5 and the SSIM score,
the reconstructed image is a closer resemblance to the original image. which indicates
that the model is working well. The PSNR score is 30.72 dB which is better than earlier
similar works (Mukherkjee et al.; 2022) (Tmenova et al.; 2019).

6.3 Result 3: Generating T1-styled MRI image when T2-styled
MRI image is provided

T1-styled image and generator g are provided to the model to reconstruct the T2-styled
image as shown in Fig.5. The SSIM score is 0.35. According to Fig.5 and the SSIM score,
the generated image is not similar to the original image structure. This indicates that
the model needs improvement for generating T2-styled contrast images. The PSNR score
is 28.48 dB.

6.4 Result 4: Generating T2-styled MRI image when T1-styled
MRI image is provided

T2-styled image and generator f are provided to the model to reconstruct the T2-styled
image as shown in Fig.5. The SSIM score is 0.55. According to Fig.5 and the SSIM
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score, the reconstructed image is a little bit closer to the original image structure. which
indicates that the model is working better for generating T1-styled contrast images than
Result 3 but still needs to be improved. The PSNR score is 29.03 dB which is better
than earlier similar works (Mukherkjee et al.; 2022).

6.5 Discussion

The main objective of this research is a build a model using CycleGAN and U-Net
segmentation to generate MRI image data for practitioners and doctors to avoid misdia-
gnosis. This objective is achieved by this research project. It was challenging to carry
out this research from the start, especially when gathering contrast-styled MRI images.
In this research work, customized CycleGAN-based models are created by hyperpara-
meter tuning. Four of them are mentioned in section.5.The hyperparameter tuning is
performed based on output produced by initial model V1. In Model V2 batch size is
changed from 40 to 5 because a larger batch size takes more processing time and reduces
the performance of the model and the image is changed from (128x128) to (256x256) for
capturing more information. In model V3 batch size is changed from 5 to 2 to check if
it will work the same or different when the batch size is reduced to 2. The number of
upsampling, and downsampling layers are increased to 7 each to increase the number of
parameters at the training phase to provide better output. In model V4 the number of
epochs reduced from 300 to 100 to avoid overfitting because results produced by the V3
model show repetition of output after the 100th epoch all other parameters are the same
as V3. After assessing the working of a model during the training phase the best model is
selected for generating MRI images with different contrast. The model selection is done
based on Cyclic consistency loss, the relationship between generator and discriminator
loss and identity loss. Model V4 is mentioned in section.5.4 is outperformed. The final
model V4 is used to generate MRI images on the test dataset. The results are evaluated
using SSIM and PSNR scores provided in section.6.

The final model generates the artificial MRI image using style transfer learning Cycl-
eGAN framework with U-NET segmentation. A greater SSIM score indicates high sim-
ilarity exists between two images. The research question is aimed to generate realistic
artificial MRI images so, the high SSIM score between the original and reconstructed
image indicates that the model is working well in generating realistic MRI images. The
model generating MRI images with different styles works well if the SSIM score is high.
The PSNR score indicates the quality of a generated image. A typical value for a PSNR
score is between 30 to 50 db for 8-bit grey-scale images. The final model V4 generates
T1 to T1 styled MRI images with 0.94 SSIM score and 33.09 db PSNR score, and T2
to T2 styled MRI images with 0.87 SSIM score and 30.72 db PSNR score. This research
model is working well for generating the same styled images. While generating differently
styled images that is T1 to T2 with 0.35 SSIM score and 28.48 db PSNR score, T2 to
T1 with 0.55 SSIM score 29.03 db PSNR score. That means improvement is needed for
generating differently styled images which is the main objective of this research project.
The higher the score of SSIM between generated and original image the model is working
accurately.

Similar work is mentioned with the same kind of datasets in Table.4, (Mukherkjee
et al.; 2022) where SSIM scores are 0.77 and 0.80 for a customized model for Generating
T1-styled images from T2 and T2-styled images from T1 respectively. These scores are
better than research model V4. This indicates that the model needs improvement to
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Table 4: Evaluation of Final model(CycleGAN+UNET) with other GAN mod-
els:Comparision between final model and similar previous work models

Reserch Method SSIM Score PSNR Score
T1-T2 T2-T1 T1-T2 T2-T1

(Mukherkjee et al.; 2022) AGGrGAN 0.77 0.80 29.14 29.63
(Tmenova et al.; 2019) CycleGAN 0.96 0.73 31.3 21.96
(Zhang et al.; 2021) VGG16 0.90 0.93 28.10 28.65
(Deng et al.; 2021) StarGAN 0.93 0.92 25.5 24.97
(Deng et al.; 2021) pGAN 0.93 0.92 26.52 25.52
(Deng et al.; 2021) LGAN 0.94 0.93 27.99 27.24
Our Final Model CycleGAN+UNET 0.35 0.55 28.48 29.03

increase the SSIM score.
PSNR scores are quite close to the earlier research work (Mukherkjee et al.; 2022),(Tmen-

ova et al.; 2019),(Zhang et al.; 2021) which means the quality of generated images is good
compared to previous literature work but could be improved by reducing noise from
images.

After comparing the results with previous work4 that performed better than model
V4, most of the research papers used pre-trained segmentation models such as VGG-
19 (Zhang et al.; 2021), Res-Net50 (Mukherkjee et al.; 2022), 3D-DenseNet (Bui et al.;
2020), MobileNetV2 (Zhang et al.; 2021),LGAN ,PGAN ,StarGAN (Deng et al.; 2021).
These pre-trained models could improve the performance of the model instead of U-Net
segmentation.

The model performs well while generating an image of the same style that is from T1
to T1 and T2 to T2. But the model needs improvement while generating T2 to T1 and
T1 to T2 styled images.

The objective of this research project is to solve the problem of the data availability
issue that occurred in the medical field because radiologists and practitioners need huge
datasets for diagnosing diseases accurately. At this stage, this model works well while
generating the same style of images but needs improvement for generating different-style
MRI images. The medical domain is a very sensitive area, so the model should generate
accurate results because a false diagnosis can cause a serious issue with patients’ health.
The final model is not providing enough accurate output so, these models should not be
deployed in the medical domain for practitioners and doctors at this point. In future,
this research will be extended to improve the model performance.

7 Conclusion and Future Work

Generating MRI images with different contrast levels is one of the important areas in the
medical domain. In the medical domain, doctors required a different type of imagining
to analyse and diagnose the disease but this is a very costly process. This research will
help patients by reducing the cost required for different medical imaging and also help a
practitioner to diagnose diseases with additional images. The novel approach of building
a customized model with tuned hyperparameters using the CycleGAN framework and
U-Net segmentation is tested in this research. The dataset used in this research is quite
small than previous research. The four models are created in section.5 from which the
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best model is selected based on losses. Then the final model is evaluated using SSIM and
PSNR scores for four results. As shown in section 6. The model performance is better
when generating same-styled images but improvement is needed for generating images
with different styles or contrast.

The medical domain is a very sensitive area because any false diagnosis can affect
patients’ life badly. At this stage, this model will not be recommended to practitioners
and doctors because it needs improvement when generating different style MRI images.

In future work, research will be more focused on gathering high-resolution colour image
data or 3D image datasets to build a model for generating high-quality MRI images.
In future, this research will be extended to find the best approach by comparing the
pretrained segmentation model with the customized U-Net model.
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