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Crime Rate Prediction Using Time Series Forecasting

Vishwakh Madhu
x21125295

Abstract

One of the most significant social issues in the nation is crime, which has an
impact on socioeconomic position, child development, and public safety. In order
to decrease crime and improve the quality of life for individuals, officials must have
a clear understanding of the variables that contribute to increased crime. In our
study, we address a basic issue: our research has undertaken a comparison method
to estimate crime rates using the real-world crime data-set of the years 2007 to 2022
acquired from the official statistics web-site of the government. Whereas methods
for estimating crime rates using time series data include SARIMA, Random Forest,
XG Boost, and Prophet.

1 Introduction

One of the fundamental needs of every member of society is a safe and secure place to call
home. Therefore, it’s critical to develop strategies for reducing crime. A city’s ability to
grow economically is hampered by high crime rates. Law enforcement may greatly benefit
from knowing the underlying factors that raise the risk of any given crime event happening
at any given moment in order to avoid crime incidents. The surrounding environment,
including nearby neighborhoods and human mobility, is significant for predicting crime
events, according to the criminology idea. Analysis of crime data is required to reduce
the crime rate due to a significant rise in crime worldwide. Because of this, it is easier
for the general people and the police to take quick action to solve crimes. In order to
anticipate characteristics that contribute to a high crime rate, data mining methods are
used in this study to analyze crime data. While supervised learning uses data sets to
train, evaluate, and produce desired outcomes on them, unsupervised learning categorizes
or clusters chaotic, unstructured data. Some of the supervised learning techniques used
in data mining and machine learning to forecast the elements that influence crime in an
area or locale include regression, decision trees, and naive bayes. The Crimes Record
Bureau and Police Department may take the appropriate steps to lessen the likelihood
that a crime would occur based on the rankings of the attributes. The literature lacks
the relative accuracy for crime prediction from huge datasets for several cities, despite
significant research efforts; the Chicago dataset, for example, have only sometimes been
employed. None of the researchers has ever combined the usage of all these models into
a single study. Which is the crucial part of this study. Because it helps the capacity
of investigative authorities to handle crime computationally, crime prediction has grown
in prominence in recent years. Better prediction algorithms are required to focus police
patrols on criminalsBrantingham et al. (2018). The primary goal of time series analysis
is to examine time-series data in order to derive significant statistics and other features.



Based on previously observed data, this knowledge strongly predominates in forecasting
future values. Violent crime and mishaps are increasing as a result of population growth
and ongoing urbanization. collecting data and looking for hidden patterns Tasnim et al.
(2022]).

2 Research Question

How well crime rates in Chicago can be predicted using time series approaches?

3 Related Work

We have witnessed tremendous study efforts in the area of crime rate prediction from
different academics. Machine learning, deep learning, and a few other combinations
or other approaches were characterized in this review of the literature. For real-world
problems, this study will be applying time series approaches. In the actual world, policing
crime throughout the state or nation is quite tough. While deep learning techniques need
a lot of data to be as successful as machine learning algorithms, they may train well from
small amounts of data.

3.1 LITRATURE REVIEW

Machine learning and data mining are important tools for preventing and identifying
many sorts of crime. The researcher utilized WEKA, an open source tool, to conduct
a comparative analysis of community crime patterns and un-normalized crime datasets.
Neighborhoodscout.com also contributed real crime data for the state of Mississippi to
the University of California-Irvine repository. On a dataset of neighborhoods and crimes,
this study employed decision stump, additive regression, and linear regression approaches.
The linear regression technique performed the best out of the three options.

This paper’s primary goal is to show the effectiveness and accuracy of machine learning
algorithms used in data mining analysis for predicting violent crime trends McClendon
and Meghanathan| (2015). The Decision Stump approach outperformed the other two
procedures the least. There are also a few more uses, such as finding "hot spots” for
crime, creating criminal profiles, and comprehending crime trends, that were overlooked.
Ingilevich and Ivanov| (2018)) investigate a variety of approaches to the problem of calcu-
lating the number of crimes in different metropolitan areas. Gradient boosting, logistic
regression, and linear regression were the three types of predictive models that were ex-
plored in this work. The constructed models were tested using data on crimes in Saint
Petersburg. Gradient boosting is the most effective method for forecasting crime rates in
a certain area, according to our analysis of the results of all three models’ predictions.
Learning about the reasons of crime has been a key issue for scholars, which is what the
author of the work |Alves et al.| (2018) is concentrating on. A machine learning approach
based on ensembles can tackle these problems well. when the importance of urban indic-
ators is reviewed and categorized into equal-influence groups that hold true regardless of
changes in the data sample being assessed. We use a random forest regressor, which has
a 97 percent accuracy rate, to anticipate crime and quantify the effect of urban charac-
teristics on murders.



Several machine learning algorithms have been used for crime data in this study to ex-
amine how the financial crisis is impacting crime in India. According to Mittal et al.
(2019), research has been done on the correlation between theft, robbery, and burglary
as well as the unemployment rate and gross domestic product. Additionally, Granger
causality between crime rates and financial indicators has been calculated. The experi-
mental investigation has shown that the key economic factor influencing the rate of crime
is the unemployment rate, paving the path for crime control through enhancing work
opportunities.

A DNN-based method for feature-level data’s fusion with nature’s context is presented in
the research Kang and Kang) (2017)). Their dataset is compiled from many online sources
that provide data on the population, climate, and crime rates of Chicago, Illinois. Before
providing training data, we choose data that relates to crime by statistical analysis. the
DNN, which has layer for joint feature representation, environmental context, spatial and
temporal information, and time, is then trained. Our fusion DNN is the outcome of an
efficient decision-making process that statistically assesses data redundancy and critical
information gathered from other sources. Experimental results show that our DNN model
performs better than other prediction models.

In the paper |Mohler| (2014]), the authors show how a marked point process technique may
be used to capture both short- and long-term risk patterns and to extend point process
models of crime to include leading indicator crime types. Numerous years’ worth of data
from various crime categories are meticulously integrated to create accurate hotspot maps
that may be used for predictive policing of gun-related crime. We leverage a substantial
open source data set made available to the public by the Chicago Police Department for
our study.

In the study (Chen et al.| (2008), researchers forecast short-term property crime in one
Chinese city using an ARIMA time series model. The given data on property crime over
50 weeks is used to create an ARIMA model, which forecasts the amount of crime for
the next week. In terms of fitting and prediction accuracy, it has been shown that the
ARIMA model performs better than exponential smoothing.

This study by [Kim et al. (2018) examines the subject of machine learning-based crime
prediction (2018), This research evaluates crime statistics from Vancouver over the pre-
ceding 15 years using two different data-processing approaches. With the use of boosted
decision trees and K-nearest-neighbor algorithms, it is feasible to predict crime in Van-
couver with an accuracy of 39 percent to 44 percent.

The goal of the work by Bappee et al.| (2018)is to create a machine learning model for
crime prediction that takes into account the spatial features of different forms of crime.
The reverse geocoding technique obtains spatial data from Open Street Map (OSM). The
report also advises searching for areas that have been isolated from criminal hotspots.
The study presented here established two kinds of geographic characteristics: geocoding
and the shortest distance to hotspots. It was discovered that the classifiers put to the
test improved significantly in accuracy and AUC when the newly produced features were
included.

The study by |Adesola et al.| (2022) investigates the effectiveness of crime prediction tech-
niques based on machine learning that have previously been used by other researchers.
Machine learning techniques for predicting violent crimes are discussed in this study.
Five years of historical data, from July 2014 to July 2019, given by the Nigerian Police
in Lagos, were collected, evaluated, and used to train the model. Two types of Machine
Learning prediction model, Decision Tree and K-Nearest Neighbors, were implemented



using IBM Watson Studio with the real-world dataset gathered from the Nigerian Police
Obalende Lagos and the online crime reported portal during violent crime prediction
in Lagos, with extreme crime prediction accuracy of 79.65 percent and 81.45 percent
respectively.

Mukherjee and Ghosh| (2022) In the research, a model that may be used to determine
the overall number of crimes committed in a given state, split down by category, was
built. Now that machine learning methods are more widely used, it is possible to predict
crimes using historical data. The main focus of this work is the development of ensemble
models, which outperform earlier algorithms in terms of stability, accuracy, and gener-
ating more precise forecasts.If data decomposition techniques that emphasize area-wise
accuracy rates are used, the results will outperform the existing approach. Examining
geographic crime data is a vital part of this endeavor as well. Regression, random forest,
naive Bayes, and decision tree approaches are used here.

In the research |Wang et al.| (2016), they discuss the problem of estimating the crime
rate at the neighborhood level. Demographics and geography characteristics have typ-
ically been used to estimate crime rates in a given area. Big data on modern cities has
been gathered as a result of the quick development of location technology and the wide-
spread use of mobile devices, and this data may provide new perspectives on crime. We
discovered that crime rate inference worked noticeably better than using conventional
features. There has been continuous progress over many years. We also use the variable
importance analysis to show the relevance of these other qualities.

As an alternative to the present modeling methodologies, [Kianmehr and Alhajj (2008))
investigate a support vector machine (SVM)-based method for predicting the position.
Support vector machines are the most recent generation of machine-learning techniques
for determining the optimal class separability within datasets. Two alternative SVMs
methodologies, such as two-class SVMs and one class SVMs, are evaluated for efficacy.
Additionally compared to SVM were a spatial autoregression-based method and a neural
network-based approach. The older technique performs a little bit better, but the more
recent strategy yields respectable results, according to analyses of two different geographic
datasets. Additionally, they provide a general framework in this research that may be
used to jobs in many spatial domains that include information similar to the investigated
crime datasets, allowing for the adaptation of geographic data classification.
Researchers Malathi and Baboo| (2011) study how attribute-based data mining and clus-
tering algorithms might be used to forecast crime patterns and expedite the criminal
investigation process. To fill in the missing value and spot criminal tendencies, we will
concentrate on the MV algorithm and Apriori algorithm with certain enhancements. We
used these techniques to real crime data. The semisupervised learning technique is also
used in this work to increase prediction accuracy and gather data from criminal histories.
Joshi et al.| (2017)).’s paper’s main objective is to look at crime utilizing both qualitative
and quantitative methods. This include investigating crimes such as theft, murder, and
drug offenses in addition to odd behaviors, noise complaints, and burglar alarms. On the
basis of crime data from the New South Wales region of Australia, the K-means clustering
and data mining approach has been used to identify crime rates for each type of crime
as well as high-crime areas.

The main objective of the study by Kiani et al. (2015)) is to classify clustered crimes
based on how often they occur over time. Data mining is often used to examine, look
into, and identify trends for the occurrence of certain crimes. We used a theoretical
model employing data mining techniques like clustering and classification on an actual



crime dataset gathered by authorities in Wales and England between 1990 and 2011. We
assigned weights to the attributes in order to improve the model’s quality and eliminate
components with poor value. The Outlier Detection operator parameters are optimized
using the Genetic Algorithm (GA) with the aid of the RapidMiner tool.

Researchers |[Krishnendu et al.| (2020) have used a systematized approach, crime analysis,
and pattern prediction to classify and examine crime patterns. Numerous clustering
techniques are available. They do not, however, reveal all the requirements. K means
algorithm among them provides a better way to predict the results. The main objective
of the planned study was to identify places with higher crime rates and age groups that
were more or less likely to commit crimes. In order to save time and increase effectiveness,
we provide an enhanced K means approach. The K-means algorithm’s result lowers the
number of iterations while increasing the precision of the final cluster.

4 Methodology

The research on crime rate prediction that is being presented employs a set of stages
based on the KDD approach throughout the whole data mining process. The picture
below provides further information on each of these phases.

Data Interpretatlon /
(Selectuon CPreprocessmg) (Transformatmn) Mining Evaluation
1 A D
Sk T =2
Preprocessed Transformed Patterns

Target Data Data

Data

Figure 1: Crime Prediction Methodology

4.1 Data Acquisition

The government’s official statistics portal, which is accessible to the public for scientific
and academic use, provided the data required for this study. The crimes that were com-
mitted in the City of Chicago between 2001 to the present are shown in this dataset. The
Chicago Police Department’s CLEAR (Citizen Law Enforcement Analysis and Report-
ing) system was used to collect the data. It is accessible through the Chicago Data Portal.
(https://data.cityofchicago.org/Public-Safety /Crimes-2001-to-Present /ijzp-q8t2).

The dataset includes the following columns: (ID, Case Number, Block, IUCR, Primary
Type, Description, Location Description, Arrest, Domestic, Beat, District, Ward, Com-
munity Area, FBI Code, Year, Latitude, Longitude, Location, Updated on). All required
data is gathered in a Python environment using Anaconda Navigator’s Jupyter Notebook.



4.2 Data Pre-Processing and Transformation

Python programming language is used for model application and dataset processing once
a number of pre-processing tasks are completed on the datasets.

4.2.1 Dealing with missing data

A few fields in the crime dataset, including Location Description, Ward, Community Area,
Latitude, Longitude, and Location, have missing values. These values are eliminated since
these columns won’t be part of our prediction.

4.2.2 Feature Engineering

The crime dataset contains data on offenses from 2001 to 2022; however, for our estimate,
we’ll utilize data from 2007 to 2021. The date column is converted to DateTime Format
for the sake of our study. The dataset is then filtered based on the top 10 major crime
types to provide a clearer picture of the crime statistics. Since time series forecasting
calls for a target column for forecasting, we will add a goal column called Count.

For this research, identifying and handling outliers is critical. Using the winsorize
python module, we are removing the outliers, and the changed count is now used as the
winsorized count.

Features are extracted from the date column, including hour, month, week, and year,
since this study focuses on weekly prediction.

4.2.3 Transformation

Once the data are adequate for modeling, we must establish if they are stable. To
ascertain if the data is stationary, the Agumented Dickey-Fuller test is employed. The
null hypothesis is considered here because the data are not steady, and the alternative
hypothesis is that the data are stationary. The Augmented Dickey-Fuller test may be
used to produce a P-Value. If the P-Value is less than 0.05, the null hypothesis is rejected
and the data are stationary. If the P-Value is more than 0.05, several adjustments must
be made before the data can be fit into the model. Data that includes trend and seasonal
components is referred to as non-stationary data. We cannot use it to choose the best
model since the data are not stable and the P-Value is more than 0.05.

Data transformation is done using first order differencing, and stationarity is confirmed
using the ADF (Augmented Dickey-Fuller) test once again. Here, the P-Value was less
than 0.05, and our dataset likewise showed a seasonality tendency.

5 Design Specification

This research follows three-stage design flow such as data preparation, modeling, and
visualization stage shown in figure 2.

The processes of data collection, combining, exploratory data analysis, feature engin-
eering, and feature selection are all included in the data preparation stage. Each data
set was downloaded as a csv file or collected utilizing API connections using Python pro-
gramming on Jupyter Notebooks, depending on the data source.

The modeling step involves the implementation of several models, including SARIMA,
Prophet, XGBoost, random forest, and evaluation using metrics like mean absolute error.
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Figure 2: Design Specification

On Jupyter Notebook, modeling and optimization have been done.
Finally, the data were shown in plots and graphs for viewing purposes as needed.

6 Implementation

The whole process and application of the models utilized to accomplish the goals of the
research study are covered in this part. The flow diagram of the implementation used
during the investigation is depicted in Figure 3 below

DATA DATA TIME SERIES FORCASTING MODELS PERFORMANCE
COLLECTION PREPROCESSING AND >| RANDOM FOREST ,PROPHET, SARIMA, ——»| EVALUATION
TRANSFORMATION XGBOOST

A,

RESULTS

DATA
VISUALIZATION

Figure 3: Implementation Flow Chart

6.1 Data Collection

The government’s official website is where the data set for this study was gathered. The
acquired data is carefully examined in order to comprehend it and derive the necessary
insights. The information used in this study was taken from the official government web-
site, which is open to the public for scientific and research reasons. The information is
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presented as comma-separated values (CSV) and includes statistics by areas and cat-
egories of crimes for the years 2007 through 2022. The data collection has 22 columns
and 7690564 rows, including NA values (ID, Case Number, Block, IUCR, Primary Type,
Description, Location Description, Arrest, Domestic, Beat, District, Ward, Community
Area, FBI Code, Year, Latitude, Longitude, Location, Updated on.). Figure 4 below
shows a sampling of the data from the collection.

Case Primary e Location . Community FBI J
ID Number Date Block IUCR Type Description Description Arrest Domestic .. Ward Area Code Coordinati
09/05/2015
y 043XX S DOMESTIC
0 10224738 HY411648 0130»,][& WOOD ST 0486 BATTERY BATTERY SIMPLE RESIDENCE  False True . 120 61.0 08B 1165074.(
09/04/2015 008XX N
1 10224739 HY411615 11:30:00  CENTRAL 0870 THEFT POCKET-PICKING CTABUS False False . 290 250 08 11388751
A AVE
09/01/2018 082XX S
2 11646166 JC213529 12:01:00 INGLESIDE 0810 THEFT OVER $500 RESIDENCE False True . 80 440 06 Nal
Al AVE
09/05/2015 035XX W POSS:
3 10224740 HY411595 1245:;3 BARASE 2023 NARCOTICS HEROIN(BRN/TAN) SIDEWALK True False . 350 21.0 18 11520370
09/05/2015 0000X N
4 10224741 HY411610 01:00:00 LARAMIE 0560 ASSAULT SIMPLE APARTMENT  False True . 280 250 08A 1417061
PM AVE

5 rows x 22 columns

Figure 4: Dataset

6.2 Data Pre-Processing

Cleaning the raw data is essential before adding the real data to the model in order to
eliminate unnecessary information such as missing values (NA), outliers, etc., and to en-
sure that the model operates well. This was accomplished by using the Juypter notebook
(Anaconda Navigator) program to carry out the necessary data cleansing for this study.
The specific actions used for data pre-processing are listed below.

1) Null values are first eliminated.

2) Information before year 2007 was eliminated.

3) The top 10 most common kinds of crimes are used to filter the crime dataset.

4) Only two relevant columns from the dataset were chosen, and the other columns were
dropped.

5) The dataset now includes a count column.

6) For forecasting purposes, the date column from the dataset was transformed to date-
time format.

7) utilizing the winsorize python tool to detect and eliminate outliers.

8) Using the Date column as the dataframe’s index.

9) dividing the dataset into weekly groups.

Modeling was done using this cleaned data. Similar improvements were performed to
gather more insights, and data were analyzed to determine the most prevalent crime
category nationwide. The top 10 kinds of crime are clearly illustrated by the analysis’s
findings.



6.3 Time Series Forecasting Models
6.3.1 SARIMA Model

The crime data is first put into a dataset by parsing the Date column and converting it to
a Date Time format in Jupyter Notebook once the necessary libraries have been loaded.
Only the Date and count columns are now used as input to the model, with the removal
of the following columns: postal code, ID, Case Number, Block, IUCR, Primary Type,
Description, Location Description, Arrest, Domestic, Beat, District, Ward, Community
Area, FBI Code, Year, Latitude, Longitude, Location, Updated. Pandas, NumPy, Mat-
plotlib, Sklearn, and statsmodel.tsa are the main libraries used to construct/build AR-
IMA and SARIMA models. If the time series data is stationary or not, it is determined
from the beginning. The Dickey-Fuller test findings that indicate a trend in time series
data indicate that the time series data is stationary. It is decided whether or not the
provided data set is stationary by creating a separate test stationarity function. Using
the ’adfuller’ function on the time series data, the Dickey-Fuller test is run after plotting
the rolling mean and standard deviation. Using test statistics, p-value, lags, and obser-
vations, a sequence of output is produced. The p-value was less than 0.05 because the
time series data utilized was stationary. Therefore, 1-order differencing (value of d) was
carried out, and again the Dickey-Fuller test was carried out, giving a p-value of less than
0.05, which demonstrates that the time series was stationary. Which show the ACF and
PACF plots, respectively, aid in determining which parameter should be supplied to the
ARIMA model. The graph after the model is trained to fitted vs. the original for the one
order differencing is considered. Since the data is in seasonal pattern SARIMA Model
performs better. Similar steps are followed to fit SARIMA model. In order to determine
the values of p and q, it was also given to verify the autocorrelation function (ACF) and
partial autocorrelation function (PACF) plots. The data is now split into train and test
groups, and the SARIMA model is trained on the train data using the variables p, d, and
q.Seasonal Order(1,1,1,52 The model is then fitted using the.fit() method. The values for
the test data are predicted using the function.forecast() once the model has been trained.
The evaluation metrics RMSE, MAPE, and MAE are used to examine both data frame
values and forecasting values. We used the SARIMA (Seasonal ARIMA) machine learn-
ing model in this study since the crime dataset exhibits seasonal patterns.

6.3.2 Prophet

The next model used in this study is Facebook Prophet, which the social media giant
created and has successfully employed with time series data. The cleaned data is first
put into a data frame. The Date column is transformed into a DateTime format using
the DateTime function. This model only accepts the inputs from the columns Date and
Count. Later, the column Date was changed to "ds” and the column count was up-
dated to ”y” in accordance with the prophet model’s specifications. As we are predicting
weekly crime data, the crime dataset has now been split into training and testing. The
frequency is represented as "w,” which stands for weekly data. For training data, the
prophet model is fitted using the [.fit()] function, and after training, prediction values are
predicted. RMSE, MAPE, and MAE metrics are used to compare test and prediction
values before the actual and predicted values are shown.
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Figure 5: SARIMA Model Forecast

6.3.3 XG Boost

One of the most effective ways to execute the gradient boosting machine learning tech-
nique is called extreme gradient boosting (XG Boost). In addition to being used for
time series forecasting, XGBoost is developed for classification and regression issues. In-
stalling the XGBoost library is the first step. For the XG Boost model, the cleaned
crime dataset is now used as input. The first step is to separate the training dataset
from the testing dataset. The training dataset includes time series data from 2007 to
2018 whereas the testing dataset includes data after 2018. Dayofweek, quarter, month,
year, dayofyear, dayofmonth, and weekofyear are among the feature functions I have de-
veloped. The training dataset has now been divided based on the chosen features and
the target value. The training dataset and the testing dataset are then fitted using the
XGBregressor model. Finding the significance of a characteristic. The XG Boost model
is finally evaluated using mean absolute error. MAE= 66.68.
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Figure 8: XG Boost Model Forecast
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6.3.4 Random Forest

Popular machine learning algorithm Random Forest is a part of the supervised learn-
ing methodology. It is an approach to group learning. It may be used to ML issues
involving both classification and regression. However, by manually adding lag variables
and seasonal component variables, it may also be utilized in time series forecasting, both
for univariate and multivariate datasets. Since the p-value is less than 0.05, the cleaned
weekly crime dataset is now obtained and checked to see whether the data is stationary.
Because we are projecting for weeks, lag variables are established by setting the value
as 54. Keeping and testing data are separated in the dataset. I used the most recent
54 weeks (1 year) as the testing dataset and the remaining data as the training dataset
before using the [.fit()] function to fit the model. T have reduced the number of inde-
pendent variables/features to 7 using RFE (recursive feature elimination). I used 100
estimates for the number of trees in the forest (n estimators). accuracy was 92.84% and
mean absolute error was 476.65 after model assessment.
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Figure 9: Random Forest Model Forecast

7 Evaluation

This section will examine the thorough examination of all models that have been used.
The performance indicators that will be used to evaluate each model’s effectiveness in
predicting crimes are RMSE, MAPE, and MAE.

7.0.1 RSME

A performance indicator called Root Mean Squared Error (RMSE) is used to calculate
the standard deviation of errors. The performance of the model improves with decreasing
RMSE values.

12



7.0.2 MAE

A performance indicator called mean absolute error (MAE) calculates the absolute aver-
age by adding the differences between the original and predicted values and dividing the
result by the total number of rows.

7.0.3 MAPE

The accuracy of the model after forecasting is demonstrated by the Mean Absolute Per-
centage Error (MAPE), a performance parameter that assists in calculating the error in
the projected values. The model has better prediction/forecasting capacity the lower the
MAPE value, which also shows the model to be more accurate.

7.1 Experiment 1 — Evaluation of SARIMA Model

In this experiment, the SARIMA model was trained with order (1,1, 1) and seasonal
order (1,1,1,52) using pre-processed data as an input, and the latter model was fitted.
A prediction was performed using test data after the SARIMA model had been trained
and evaluated, and the results are reported in figure 10 for the metrics RMSE, MAE,
and MAPE. Additionally, as shown in Figure, the original and predicted values were
compared using the matplotlib package.

Metrics MAE RSME MAPE
Values 299.99 444.21 13.53

Figure 10: Model Metrics Table - SARIMA Model

7.2 Experiment 2 — Evaluation of XG Boost Model

In this experiment, XGBoost model was trained and tested using pre-processed data as
input, and the latter model was fitted. A prediction was performed using test data after
the XGBoost model had been trained and evaluated, and the results are reported in figure
11 for the metrics RMSE, MAE, and MAPE.

Metrics MAE RSME MAPE
Values 66.6 87.29 12.16

Figure 11: Model Metrics Table - XG Boost Model

7.3 Experiment 3 — Evaluation of Prophet Model

In this experiment, the PROPHET model was trained and tested using pre-processed
data as input. A fresh data frame was produced with annual frequency and for durations
equal to the length of the test data set once the model had finished training. The forecast

13



was made using test data that yielded the metrics values in figure 12 for RMSE, MAE,
and MAPE, which are below.

Metrics MAE RSME MAPE
Values 239.33 321.97 5.14

Figure 12: Model Metrics Table - Prophet Model

7.4 Experiment 4 — Evaluation of Random Forest Model

In this experiment, the Random Forest model was trained and tested using pre-processed
data as input, and the latter model was fitted. A prediction was performed using test
data after the Random Forest model had been trained and evaluated, and the results are
reported in figure 13 for the metrics RMSE, MAE, and MAPE.

Metrics MAE RSME MAPE
Values 294,51 432.13 8.48

Figure 13: Model Metrics Table - Random Forest Model

7.5 Discussion

The XG Boost Model performed better than the other models, with superior accuracy
giving RMSE, MAPE, and MAE metrics, after examining all four of the models mentioned
above. When compared to other models, PROPHET provided a decent MAPE value,
but it fell short of the XG Boost model’s output. In terms of the performance measures
employed, the SARIMA model performed poorly in comparison to the other three models.

8 Conclusion and Future Work

Finding the best forecasting model for crime prediction using real-world data was the
main goal of this study, and the findings may be used to create new policies or modify
those that already exist to combat crime. Data for this study was gathered from the
Chicago Data Portal website, which contains information on crimes from 2001 through
2022. Additionally, utilizing the four machine learning models SARIMA, Random Forest,
XGBoost, and PROPHET, forecasting for global data was carried out by filtering the
data for the top crimes together. RMSE, MAE, and MAPE performance indicators were
employed to assess the models’ performance. Each model was trained and tested, and it
was discovered that the XGBoost model performed the best. For the years 2020 to 2021,
weekly crimes were predicted using the XGBoost model. Here, the goal is accomplished by
locating the best model and forecasting upcoming crime. Future studies may compare the
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performance using more models like SVM and KNN. More historical data, particularly
weekly or monthly data, would be necessary.
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