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Vishan	lal	

		 	 	 	 	 X21120803	

1	 Introduction	
This research aims to address about how can Machine learning models like Linear Regression,	
Decision Tree Regressor, Bagging Regressor, XG Boost Regressor, K neighbours Regressor, 
Extra Trees Regressor, Ridge Regressor and Lasso Regressor	are able to accurately predict the 
price of the airfare for a specific departure date, and how does flight price in India vary based on 
various factors that determines the flight price using the different exploratory data analysis 
techniques to make a better customer experience in booking the flight at the cheapest cost. 
	

2	 System	Specification	
Processor	:	Apple	M1	Pro	
Memory(RAM)	Installed	:	16	GB	
Storage:	1	TB	SSD	

3	 Software	Tools	
The	tools	required	for	this	project	are:	
• Anaconda	Navigator	
• Python	
• Jupyter	Notebook	

4	 Software	Installation	
This	is	a	step	by	step	explanation	of	the	implementation.	
Download	and	install	python	from	https://www.python.org/downloads/	

Downloading	and	installing	anaconda	from	https://www.anaconda.com/	

5	 Implementation	
The	following	packages	and	libraries	are	utilized:	
NumPy	
Pandas	
Matplotlib	
ScikitLearn	
seaborn	
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Figure	1:	Python	setup	introduction	

	

Figure	2:	Readme	in	the	python	setup	
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Figure	3:	Licence	in	Python	setup	

	

Figure	4:	License	aggrement	in	python	setup	
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Figure	5:	Installation	type	in	setup	

	

Figure	6:	Summary	of	installation	completion	
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Figure	7:	Introduction	to	anaconda	installer	setup	

	

Figure	8:	Readme	in	Anaconda	installer	setup	
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Figure	9:	Licence	agreement	of	anaconda	setup	

	

Figure	10:	Agree	to	the	License	of	anaconda	installer	setup	
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Figure	11:	Choosing	Anaconda	type	of	installation	

	

Figure	12:	Installation	completion	of	anaconda	
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5.1	 Importing	Libraries	
The	following	stpes	were	taken	to	import	the	libraries:	

	
Figure	13:	Importing	required	Libraries	and	Packages	

5.2	 Loading	The	data	
	

	
Figure	14:	Loading	the	data	
	
	
	

5.3	 Data	Analysis,	preparation	and	visualisation	
5.3.1	 Columns/Features	in	Dataset	

	

	

	

Figure	15:	5	Top	Records	of	the	dataset	
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Figure	16:	Printing	the	features	of	dataset	

5.3.2	Descriptive	stats	of	flights	dataset	

	

	

	

	

	

	

Figure	17:	Descriptive	stats	of	flight	dataset	

5.3.3			Generating	the	one	hot	encoded	values	for	the	categorical	values	of	flight	
dataframe		

	

	

Figure	18:	Generating	the	one	hot	encoded	values	
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5.3.4	 Features	after	doing	one	hot	encoding	

	

									

	

	

Figure	20:	Feature	set	for	flight	data	after	doing	one	hot	encoding	

5.3.5	 Plotting	Correlation	matrix	including	one	hot	encoded	variable	

	
	Figure	21:	Correlation	matrix	including	one	hot	encoded	variable	
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5.6	 Spliting	the	data	into	70	percent	training	and	30	percent	
testing	

	

Figure	22:	Split	of	data	into	training	and	testing	
	

5.7		 Performing	the	Min	Max	scaling	for	the	preprocessed	dataset	
	

	
	
5.8	 Machine	Learning	Algorithms	
		 	 	
	Implementing	all	the	Regression	models	for	predicting	prices	of	flight	 	
5.8.1	Importing	libraries	for	models	
	

Figure	23:	Library	imports	
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5.8.2	Create	objects	of	regression	models	with	default	hyper-parameters	
		

	
	
	
	
	
	
	
	
	
	
	

Figure	24:	Creating	objects	of	regression	models	
	

5.8.3	Evaluation	matrix	for	all	algorithms	

	

	
Figure	25:	Generating	evaluation	metrics	for	all	models	
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5.8.4	Results showcasing the prediction metrics based on regression 
for all the models implemented 

	
	

Figure	26:	Results	and	prediction	metrics	for	all	models	

5.8.5 Plot showcasing the actual and the predicted prices of the flights for XG boost 
model 

	
	
	
	

	

	

	

	

Figure	27:	Actual	and	predicted	prices	of	flights	
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6	Conclusion	
The	implementation	of	the	code	is	shown	in	the	document	and	the	codes	are	commented	
for	better	understanding,	for	better	readability	the	document	is	divided	into	sections	and	
subsections.	
	

	


