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1 Introduction 
 

In this Configuration Manual all the perquisites required to reproduce the research and its 

outcomes on individual environment are mentioned. The software and the hardware 

requirement along with a snapshot of code for Data Import and Exploratory Data Analysis, 

Data Pre-processing, Label Encoding, Feature Selection, all the models-built and Evaluation 

are included. The structure of the report is as follows, Section 2, gives the information about 

environment configuration.  

Section 3, provides detail about data collection. Section 4 is data exploration consists of Data 

Pre-processing and Exploratory Data Analysis. Label Encoding is explained in section 5. 

Section 6 provides the details about Class Balancing. Section 7 provides the details about 

Feature Selection. The train test splits for the data for model training and testing are covered 

in this section. Section 8 provides the details about the models built. Section 9, explains how 

results are computed and visualized. 

 

2 Environment 
 

This section provides the details of Software and Hardware requirements to implement the 

research done.  

 

2.1 Hardware Requirements  

 

Below Figure 1, provides the hardware specifications required. AMD Ryzen 5 2600 Six-Core 

Processor  @ 3.40 GHz, 16 GB installed DDR4 RAM Memory at speed of 3200 Mhz, 64 Bit 

Windows 11 Pro operating System, 1024 GB SSD.   
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Figure 1: Hardware Requirements2 

 

2.2 Software Requirements 
 

• Anaconda 3 for Windows (Version 4.8.0)  

• Jupyter Notebook (Version 6.0.3)  

• Python (Version 3.7.6) 

 

3 Data Collection 
 

The data is taken from https://github.com/rlilojr/Detecting-Malicious-URL-Machine-

Learning. 

 

4 Data Exploration 
 

 All the Python libraries required to implement the entire project are listed in Figure 2.  
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Figure 2: Required Python Libraries 

 

The Figure 3 represents the code to import data.  

 

 
 

Figure 3: Data import 

 

The Figure 4 represents the code to check data columns and statistical information about the 

data.  
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Figure 4: Data Description 

 

The Figure 5 represents the code to check data information and the count of missing values 

for each feature column.  
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Figure 5: Data Information 

 

Figure 6 represents the code top count the missing values present in each column. The 

missing values are fixed in figure 7. The figure also shows the code to convert the float type 

attrition_rate to integer by rounding off the digits. 
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Figure 6: Missing Values 

 

 

 
Figure 7: For missing value  

 

The Figure 8, illustrate the code to count the data points for each class. 

 

 
Figure 8: Class count 

 

The Figure 9, illustrate the code to plot the gender distribution graph showing the percentage 

of male and female employees. 
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Figure 9: Plot for gender distribution 

 

 

The Figure 10, illustrate the code to generate the value count for work life balance and plot a 

pie chart for work life balance based on attrition  rate. 
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Figure 10: Plot for Work life balance 

 

 

The Figure 11, illustrate the code to find the data points present for each department and the 

code showed  in figure (12-23)  is showing the sub setting of data for each department.  

 

 
 

Figure 11: Department wise data count 
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Figure 12: Sub setting for IT department 

 

 
Figure 13: Sub setting for Logitics department 
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Figure 14: Sub setting for Quality department 
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Figure 15: Sub setting for HR department 
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Figure 16: Sub setting for Purchasing department 
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Figure 17: Sub setting for Sales department 
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Figure 18: Sub setting for Production department 
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Figure 19: Sub setting for Operations department 

 

 
Figure 20: Sub setting for Accounting and Finance department 
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Figure 21: Sub setting for Marketing department 

 



17 
 

 

 
Figure 22: Sub setting for R&D department 
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Figure 23: Sub setting for Security department 

 

5 Label Encoding 
 

The Figure 24, illustrate the code to encode the data and all the department wise subset of the 

data. 
 

 
 

Figure 24: Label Encoding 

 

6 Class Balancing 
 

Figure 25 below, shows the function generate to balance the classes in the data and the below 

figures 102 & Figures from (26-35) shows the department wise implementation.  
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Figure 25: Class Balancing 

 

 
Figure 102: Class balancing Department wise (IT) 



20 
 

 

 
Figure 26: Class Balancing for department (Logistics) 

 

 
Figure 27: Class Balancing for department (Quality) 
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Figure 28: Class Balancing for department (HR) 

 

 
Figure 29: Class Balancing for department (Purchasing) 
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Figure 30: Class Balancing for department (Sales) 

 

 
Figure 31: Class Balancing for department (Production) 
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Figure 32: Class Balancing for department (Operations) 

 

 
Figure 33: Class Balancing for department (Accounting) 
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Figure 34: Class Balancing for department (Marketing & RnD) 

 

 
Figure 35: Class Balancing for department (Security) 
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7 Feature Selection 
 

Figure 36 below, shows the function generate to separate the target and feature set of the data 

and finding the features which are important. The figures(37-44) below shows the department 

wise implementation. Figure 45 represents performance metrics for departments. 
 

 
 

Figure 36: Feature selection 

 

 
 

Figure 37: Feature selection for department (IT) 
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Figure 38: Feature selection for department (Logistics) 

 

 
Figure 39: Feature selection for department (Quality) 

 

 
Figure 40: Feature selection for department (Purchasing) 
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Figure 41: Feature selection for department (Sales) 

 

 
Figure 42: Feature selection for department (Operations) 
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Figure 43: Feature selection for department (Marketing & RnD) 

 

 
Figure 44: Feature selection for department (Security) 

 

 
Figure 45: Performance Metrics for department 
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8 Machine Learning Models 
 

8.1 Decision Trees 
 

 
 

Figure 46: Implementation of Decision Trees 

 

 
Figure 47: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
Figure 48: Implementation of Model training and prediction Scores and saving model and 

department score 
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Figure 49: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
Figure 50: Implementation of Model training and prediction Scores and saving model and 

department score 

 



31 
 

 

 
Figure 51: Implementation of Model training and prediction Scores and saving model and 

department score  
 

8.2 Random Forest Trees 
 

 
Figure 52: Implementation of Random Forest Trees 

 

 
Figure 53: Implementation of Model training and prediction Scores and saving model and 

department score 
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Figure 54: Implementation of Model training and prediction Scores and saving model and 

department score 

 
Figure 55: Implementation of Model training and prediction Scores and saving model and 

department score 
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Figure 56: Implementation of Model training and prediction Scores and saving model and 

department score 

 
 

8.3 SVM 

 

 
Figure 46: Implementation of SVM 
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Figure 47: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
Figure 48: Implementation of Model training and prediction Scores and saving model and 

department score 
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Figure 49: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
Figure 50: Implementation of Model training and prediction Scores and saving model and 

department score 
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8.4 Neural Network 
 

 
Figure 51: Implementation of Neural Network 

 

 
Figure 52: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
Figure 53: Implementation of Model training and prediction Scores and saving model and 

department score 
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Figure 54: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
Figure 55: Implementation of Model training and prediction Scores and saving model and 

department score 

 

 
 
 



38 
 

 

 

9 Model result 
 

This section explains the performance of the models. 

9.1 Model Scores 

9.1.1 Decision Trees 

 
Figure 56: Model Performance 
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Figure 57: Model Accuracy Score Plot 

 

 
Figure 58: Model F1-Score Plot 
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9.1.2 Random Forest Trees 

 
 

 
Figure 59: Model Performance 

 

 
Figure 60: Model Accuracy Score Plot 
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Figure 61: Model F1-Score Plot 

 

9.1.3 SVM 

 

 
Figure 62: Model Performance 
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Figure 63: Model Accuracy Score Plot 

 

 
Figure 64: Model F1-Score Plot 
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9.1.4 Neural Network 

 

 
Figure 65: Model Performance 

 

 
Figure 66: Model Accuracy Score Plot 
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Figure 67: Model F1-Score Plot 

 

9.2 Department Analysis  
 

9.2.1 Organization 

 

 
Figure 68: Model Performance 
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Figure 69: Model Accuracy Score Plot 

 

 
Figure 70: Model F1-Score Plot 
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9.2.2 IT Department 

 

 
Figure 71: Model Performance 

 

 
Figure 72: Model Accuracy Score Plot 
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Figure 73: Model F1-Score Plot 

 

9.2.3 Logistics Department 

 

 
Figure 74: Model Performance 
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Figure 75: Model Accuracy Score Plot 

 

 
Figure 76: Model F1-Score Plot 
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9.2.4 Quality Department 

 

 
Figure 77: Model Performance 

 

 
Figure 78: Model Accuracy Score Plot 
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Figure 79: Model F1-Score Plot 

 

9.2.5 HR Department 

 

 
Figure 80: Model Performance 
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Figure 81: Model Accuracy Score Plot 
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Figure 82: Model F1-Score Plot 

 

9.2.6 Purchasing Department 

 

 
Figure 83: Model Performance 
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Figure 84: Model Accuracy Score Plot 

 

 
Figure 85: Model F1-Score Plot 
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9.2.7 Sales Department 

 

 
Figure 86: Model Performance 

 

 
Figure 87: Model Accuracy Score Plot 
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Figure 88: Model F1-Score Plot 

 

9.2.8 Operations Department 

 

 
Figure 89: Model Performance 
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Figure 90: Model Accuracy Score Plot 

 

 
Figure 91: Model F1-Score Plot 
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9.2.9 Production Department 

 

 
Figure 92: Model Performance 

 

 
Figure 93: Model Accuracy Score Plot 
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Figure 94: Model F1-Score Plot 

 

9.2.10 Accounting Department 

 

 
Figure 95: Model Performance 
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Figure 96: Model Accuracy Score Plot 

 

 
Figure 97: Model F1-Score Plot 
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9.2.11 Marketing Department 

 

 
Figure 98: Model Performance 

 

 
Figure 99: Model Accuracy Score Plot 
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Figure 100: Model F1-Score Plot 

 

9.2.12 R&D Department 

 

 
Figure 101: Model Performance 
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Figure 102: Model Accuracy Score Plot 

 

 
Figure 103: Model F1-Score Plot 
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9.2.13 Security Department 

 

 
Figure 104: Model Performance 

 

 
Figure 105: Model Accuracy Score Plot 
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Figure 106: Model F1-Score Plot 
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