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1 Introduction

For the purposes of predicting business growth for fashion businesses and customer sat-
isfaction, this paper shows how to categorize customer reviews so that they can be used
again. Here are the procedures and specifications needed to recreate the machine learning
models.

2 System Configuration

The necessary hardware and software settings for the research are detailed below, along
with illustrations depicting them.

2.1 Hardware Configuration

Regarding the hardware configuration, an HP laptop with a 1.20 GHz Intel Core i3-
1005G1 processor, 8 gigabytes of random access memory, and a 64-bit operating system
was utilized (see Figure 1).

Figure 1: Hardware Configuration

1



2.2 Software Configuration

Several different programs, such as Jupyter notebook, Microsoft Excel, Power Bi, and
Twitter API Setup, have been used to set up software. Figures 2 and 3 show, for the
Twitter dataset, how an account is made and how an API key is gotten. The version of
Jupyter Notebook that works with Anaconda Navigator is shown in Figure 2.
1. Jupyter Notebook and Anaconda Navigator : Various python libraries/packages were
installed beforehand either in anaconda environment or Jupyter notebook for sucessfull
implementation of whole code.
The majorpackages/libraries are: Tweepy,Pandas,TextBlob,NLTK,
Numpy,WordCloud, Seaborn, Transformers,Tensorflow,Sklearn,Tensorflow-gpu,
Hyperopt,Emoji,Imblearn.
2. Microsoft Excel : All datasets have been saved here.
3. Power BI : With the help of this software, exploratory data analysis and data visual-
ization have been done.
4. Twitter API account setup and API key generation : Few steps needs to be completed
before accessing authenticated Twitter APIs defined below::

• Apply and receive approval for Twitter developer account1 shown in Figure 2.

Figure 2: Developer account signup

• Develop your own Twitter application account.
• Make sure your project has its own unique API keys and access tokens by generating
them shown in Figure 3.

1https://developer.twitter.com/en
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Figure 3: API keys and token generation

• Generate bearer tokens for your app.
• Apply for access to the specified API and receive it as shown in Figure 4 and 5.

Figure 4: Final request for Twitter API
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Figure 5: Final created Twitter APP and developer portal

3 Implementation

3.1 Source of data

The dataset was fetched using Twitter API and creating twitter developer account. The
link used for the same was: https://developer.twitter.com/en

3.2 Data Cleaning/Preprocessing/Transformation

1. Data was fetched from Twitter using Twitter API with the help of API keys and
Tokens shown in below Figures 6 and 7. In figure 6, python library Tweepy is imported.
to extract data from Twitter. API access keys and tokens were used to fetch texts from
Twitter using different hashtags related to fashion business. Data fetched using hashtags
is then saved in csv file.
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Figure 6: Twitter data extracted using Tweepy
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Figure 7: Data extracted using Access keys and Tokens

2. Using the previous code, which incorporated the four most popular hashtags, the
data was saved in the.csv file. Using the pandas package, the code seen in Figures 8
below turned all of the datasets’ data into a structured format using the DataFrame ob-
ject in Python. Also, all 4 dataframes are selected using head() function for first 5 records.

Figure 8: Data frames created
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3. Various libraries like textblob2, scikit-learn3 and NLTk4 are imported for data-
preprocessing of texts for sentiment analysis.
4. All the tweets extracted are listed into three categories based on tones and sentiments
of texts namely, neutral,negative and positive. Total percent of each sentiment is fetched
in below Figure 9.

Figure 9: Texts classified into sentiments

5. In Figure 10, data cleaning and transformation is performed on classified texts
where all punctuations are removed, tokenization is applied on texts , stopwords are
removed from texts and Stemming is performed. Next, In figure 11 countvectorizer is
performed to convert all texts into mathematical format in NLP to train model.A matrix
of words(3319,6553) is formed in the end to apply it in model.

2TextBlob analyzes emotions using the Lexicon. It includes polarity scores, rules, and a word-weight
dictionary.

3Python module used in sentiment analysis to detect the underlying emotional tone of phrases using
Python-written computational algorithms.

4NLTK is a set of Python tools and programs for symbolic and statistical natural language processing
in English.
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Figure 10: Twitter data Pre-processing

Figure 11: Countvectorizer applied

6. The clean data is then exported to csv file saved as all tweets fashion.csv.
7. Next, data is transformed further separately for BERT model using cleaned texts.
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Bert is a pre-trained model where Bert weights are modeified as per Twitter dataset.
Token(Most occuring texts) lengths from tweet sentences are fetched and added in the
datasets which is further used in Bert model. Emojis are removed from clean texts by
importing emoji library. Various libraries were imported to successfully implement BERT
classifier like transformers, tensorflow, tensorflow-gpu, rich=12.0.1 ,sklearn etc.
Below Figure 12 shows final architecture of BERT classifier where number of total, train-
able and non-trainable parameters are defined

Figure 12: BERT architecture

8. Lastly, imblearn library is used to balance the classified data by implementing
oversampling technique and Labelencoder() is performed to label classified texts where
Neutral is encoded as 0, Positive as 1 and Negative as 2 respectively.
9. In below Figure 13, the first model implemented is Naive Bayes Classifier where Coun-
tervectorized matrix (3119,7786) is used in training models as X features and confusion
matrix is fetched.

Figure 13: Naive Bayes Model
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10. In below Figure 14, the second model to be implemented is XGBoost classifier
where hyperparameter tuning is also performed to fetch best parameters to obtain better
accuracy.

Figure 14: XGBoost Classifier

11. In below Figure 15, third mode , SVM (Support Vector Machine) is performed
where GridSearchCV is used for hyperparameter tuning where best possible tunable
paprameters are estimated and accuracy is optimized.

Figure 15: SVM Classifier

12. In below Figure 16, BERT model classifier is performed where trained data is
masked and tokenized length is used for training the model. In order to achieve optimized
accuracy four epochs are run whcih take some time to run.
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Figure 16: BERT model Classifier

3.3 Evaluation

1. Figure 17 depicts a piece of code that has been used to demonstrate numerous classi-
fication performance measurements. According to these data, the BERT model classifier
appears to be the most accurate.

Figure 17: BERT model Classification results

2. Below Figure 18, shows confusion matrix for BERT model classifier where 0,1,2
depicts Neutral, Positive ,Negative respectively.
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Figure 18: Confusion matrix

4 EDA and Visualisation

1. Exploratory Data Analysis and Visualisation was performed both Python and Power
BI. In python, libraries like seaborn and matplotlib was used for implementing EDA.
2. Below Figure 19 depicts geographical map with Tweets count for all countries.
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Figure 19: Total tweets by Country

3. Below Figure 20, depicts bar chart consisting of Top 10 locations with most follwers
and total tweets. As we can clearly show, Kampala, Uganda has highest number of
followers.
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Figure 20: Top 10 Followers and TotalTweets by Location

14


	 Introduction
	System Configuration
	  Hardware Configuration
	  Software Configuration

	Implementation
	  Source of data
	  Data Cleaning/Preprocessing/Transformation
	  Evaluation

	EDA and Visualisation

