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1 Introduction

The research involves implementation of a custom optimized CNN model for diabetic
retinopathy(DR) screening using retinal fundus images. In this configuration manual,
the author has included all the processes that might be necessary for replication are
listed. The overall flow of the project will be explained along with code snippets from
the relevant phases for better understanding.

2 System Configuration

The system configuration and software for carrying out this research are as mentioned
below.

• Windows 11 system with a 3.2 GHz quad-core Intel Core i5 processor, 16 GB of
3200 MHz DDR4 RAM, and a 2 GB Nvidia GeForce MX450 graphics card with
512 GB SSD storage. This research requires around 10 GB of free space for smooth
running.

• The tools and software used in this research are Jupyter notebook using Anaconda
for python code implementation, and Microsoft Excel for the labeled file of the
dataset.

3 Data Collection

The dataset for this research has been taken from a Kaggle public repository1. This data
can be used by the public for any purpose. It consists of 3662 colored retinal fundus
images under 5 categories along with a file containing the image and its category details
for mapping purposes.

4 Required Libraries

This research requires different libraries like pandas, numpy, seaborn, matplotlib, os,
tensorflow, keras, shutil, pickle, sklearn, cv2, tqdm, glob, datetime, math, random, time
and zipfile. The libraries of sklearn and tensorflow will be used to calculate the metrics,
label encoding, application of pretrained models for which the relavant code snippets are
mentioned in sections .

1Dataset: https://rb.gy/cvauju
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5 Data Preprocessing & Transformation

The dataset has 5 different categories of retinal fundus images namely Mild, Moderate,
Severe, Proliferate and No DR. In this research, since the aim is to screen for diabetic
retinopathy, hence it will require only 2 broad categories of DR and No DR as illustrated
in Figure 2.

Figure 1: Data Understanding

Hence the pictures are merged according to their labels as shown in Figure 2. Once this
is done, it is necessary to perform augmentation to increase the number of images and
add more variety to the images so that model can be trained efficiently.Also, the images
are then split into 80:20 train to test ratio so that it is prepared for modeling with the
use of custom optimized CNN. For this, a new directory needs to be made in which train
and test folders will be made through the code and those particular number of images
will get transferred to the DR and No DR folders of train and test folders accordingly as
shown in Figure 3.

At the end of this activity, there will be two separate folders. One will have two sub-
folders of DR and No DR having 4800 images in each of them. The other folder will have
test and train folders in which they will have their own DR and No DR folders containing
80% of images in train and 20% of the images in the test folders. Now, the images are
ready in the required folders for the modeling process of each of the custom optimized
CNN, ResNet 50 and Logistic Regression models.
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Figure 2: Data Merge

Figure 3: Data Augmentation & Train Test Split

3



6 Custom Optimized CNN Model

Figure 4, Figure 5, Figure 6 and Figure 7 represent the code snippets for the custom
optimized CNN. These include the import of the train and test split files, implementation
code for CNN and the evaluation of the same.

Figure 4: CNN Implementation - 1

Figure 4 describes some of the parameters that have been chosen for the custom optimized
CNN model along with the loading process of the transformed data. Figure 5 explains
the core part of the CNN code with all the details of the used layers in the optimized
CNN model. It also contains the functions for the calculations for weights and biases for
the model.

Figure 6 depicts the last part of the CNN function which includes the code for optimizer,
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Figure 5: CNN Implementation - 2
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Figure 6: CNN Implementation - 3
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cost function and cross entropy function. Apart from it, it shows the creation of a session
for running the model with the function for confusion matrix and the evaluation metrics.

Figure 7: CNN Implementation - 4

7 ResNet 50 Model

In this model, the data is taken directly from the folders which have complete DR and
No DR data. These are then loaded and label encoded so that they can be given as input
to the model. It is then normalized and then split into train and test in ratio of 80:20.
The train data is again divided into train and validation data in the same ratio. Now it
is taken as an input into the model which is depicted by Figure 8.
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Figure 8: ResNet Implementation - 1

Figure 9 depicts the code snippet for the evaluation of the model along with the test
result of the implementation.
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Figure 9: ResNet Implementation - 2
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8 Logistic Regression Model

In this model, the complete set of 4800 images each in the DR and No DR folders are
loaded and encoded post which they are converted into greyscale. Weight and bias are
initialized to zero and sigmoid function is introduced. Figure 10 represents the forward
and backward propagation code snippet.

Figure 10: Logistic Regression Implementation - 1

Figure 11 depicts the model training phase of the Logisitc Regression model with the
required parameters.

Figure 12 shows the evaluation part of the implemented Logistic Regression model.
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Figure 11: Logistic Regression Implementation - 2
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Figure 12: Logistic Regression Evaluation
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