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Abstract 

Identifying negative posts has become a primary requirement in the 
current era, where social media plays a significant role in the lives of 
Internet users. In this context, the paper makes an attempt to determ- 
ine negative posts in the regional language. Therefore, the aim of the 
research paper is to identify different methods that can help in determ- 
ining negative posts in the regional language. In order to fulfil this aim, 
the research conducts a significant evaluation of other literary works that 
help in understanding multilingual BERT, ”K-Means and Naive Bayes 
algorithms”, deep learning approaches and “Recurrent Neural Network- 
based Approach” as a method of detecting negative posts. Further, par- 
ticular methodologies are used for creating a design specification tech- 
nique that helps in elaborating the means of implementing the method 
in understanding negative posts in Hindi. A post detection technique 
using BERT training model has been used a best approach in this pro- 
ject. The main result of this project has been proposed by showing 
the percentage of accuracy level of different model, SVM and random 
forest are two most widely used model here. Keywords: Negative post, 
social media rumours, abusive text, Hate speech, Hindi language, multi- 
lingual BERT, Deep learning approaches, convolutional neural network, 
“K-Means and Naive Bayes algorithms”. 

 

1 Introduction 

1.1 Background 
Social media is one of the most popular internet use applications. Its increas- 
ing use is due to online interaction with practical mobile technology that is 
portable and allows the free expression of opinions. However, this platform 
has significantly been used for criminal activities in the real world in the form 
of bullying and others. The devastating impact of cyberbullying has to be de- 
tected on social media by classifying data into positive or negative Anusha and 
Shashirekha (2020) or Bully or not bully. Extreme negative posts are created 
intentionally to target a particular race, ethnicity, gender or even country. 
Such negative posts on the regional language Hindi are growing significantly 
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Byreddy et al. (2022). Hindi is the third most popular Global Language and 
the official Indian language. The increased availability of desktop and mobile 
applications and Hindi keyboards has increased the use of Hindi on social 
media platforms leading to negative posts (Joshi et al., 2021) 

 
1.2 Motivations 
Regardless of how social media provides a powerful platform for expressing 
their views and opinions, it expects the users to reflect a sense of responsibility 
while using their freedom of speech. Particularly when social media today 
has a significant impact on society. The motivation for the study is due 
to the increasing lack of sense of duty from individuals who end up sharing 
deliberate material with the intention of hurting people and defaming a nation 
or society. Particularly identifying negative posts on the regional language, 
Hindi is further important since this language is actively spoken by 637 million 
people Bhatnagar et al. (2021). Moreover, using a regional language like 
Hindi helps them connect better with the people in the same region due to 
the flavour and context captured by the cultural prevalence. The language 
is further used negatively for Malpractices and wrong traditions or beliefs. 
Since a large chunk of people understands Hindi, negative posts are targeted 
in this language for spreading rumours and hate speech. 

 
1.3 Aims 
The aim of the paper is to identify methods for detecting negative posts on 
social media in the regional language Hindi that can allow early prevention 
of hate speech, abusive context, rumours or non-hostile aspects. 

 
1.4 Objectives 
The following are the comprehensive objectives of the paper in the context 
of identifying negative post 

• To evaluate hostile post-detection techniques using a multilingual BERT pre-trained 
model 

• To synthesise means of detecting negative posts on social media in Hindi using 
”K-Means and Naive Bayes algorithms” 

• To evaluate the possibility of using deep learning approaches for detecting negative 
posts. 

 
1.5 Research question 
RQ 1: How does the multilingual BERT pre-trained model be helpful in detecting negative 
posts considering its bidirectional approach? 
RQ 2: By what means can the ”K-Means and Naive Bayes algorithms” successfully 
classify the different posts in terms of negative or positive in the Hindi language? 
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RQ 3: How successfully is deep learning approaches such as CNN contributing towards 
differentiating negative and positive textual content on social media? 

 
1.6 Literature gap 
The prevalent literature gap present in the research is due to the emphasis on detecting 
negative posts in English or other commonly spoken languages, where Hindi is often 
neglected, considering it as a regional language, regardless of its national significance. 

 
1.7 Limitations 
The persistent gap in the study in terms of academic and industrial perspectives is its 
contribution towards determining negative posts, which will be limited to the already 
identified means. The contribution of the research will be limited to theoretical under- 
standing and without any practical implementation or implications. 

 
1.8 Structure 
The research paper has stated the desired problems that the research will address, along 
with the possible aims and objectives in the introduction section. Simultaneously the 
next section of related works demonstrates evidence of independent research on the clas- 
sified topic by previous authors Dhagarra et al. (2020). It further provides an overview of 
the output gathered about different models for detecting negative posts. The following 
section enumerates the necessary methodology followed for creating a specified technique 
which is identified in the next section of the design’s specification. The techniques are fur- 
ther implemented, and the results are thereby analysed critically to address the research 
questions Sharma et al. (2022). The last section discusses the solutions and addresses 
the problem concluding the discovery for future work. 

 
2 Related Work 

2.1 Multilingual BERT 
Bhardwaj et al. (2020) proposed a pre-trained model using multilingual BERT (”Bi- 
directional Encoder Representations from Transformers”). The model was intended to 
consider annotation for hate speech and dimensions of the hostile text. The model is 
helpful for the computation of input embedding. Identifying such harmful post content 
on social media in the regional language Hindi requires conducting trials and various 
methods for better post identification that can classify offensive language, hate speech 
or neutral classes. The model requires extracting the last layer of the pre-trained model 
in the form of corresponding Hindi word embedding for every word within the sentence. 
Other sentences are presented as the average embedding of the constituents. It requires 
training models for both fine-grained and coarse-grained tasks employing sentence em- 
beddings as the primary feature. The multilingual BERT-based neural model will be 
helpful in outperforming the existing baselines. It will help emerge as the state-of-the- 
art model for the problems associated with identifying negative posts in the regional 
language. Conducting extensive experiments such as pre-trained models, multiple pre- 
processing techniques, data sampling, architectural exploration, dimension reduction, and 
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hyperparameter tuning will be helpful De et al. (2021). This method would acknowledge 
the user’s consensus and agreement in annotating offensive text, hate speech, bullying or 
any negative post. 
Bhowmick et al. (2021) also proposed an efficient model with the use of the original 
BERT. It is referred to as the DistilBERT, which essentially processes English sentences. 
The model will evaluate and process mixed language sentences using the multilingual 
pre-trained model of XLM/Roberta. It will process Hindi-English mixed sentences sup- 
porting more than 100 4 languages that can outperform the existing BERT multilingual 
version. Further managing negative posts containing emoticons and emojis will be done 
by transforming text with such entities into corresponding text using the Python libraries 
Emot open source Shekhar et al. (2021). (2021) also suggested the use of the model for 
input post representation and further using the such pose to representation as input for 
machine learning models and artificial neural networks for multi-label and binary mul- 
ticlass classification problems. The detected hostility development model by means of 
traditional machine learning algorithms such as ”logistic regression, decision tree, sup- 
port vector machine and random forest” on top of the embeddings of the post derived 
through a pre-trained BERT model. 
The use of BERT as a bidirectional transformer language model that could consider the 
embeddings of Hindi, which required mono-lingual Corpus and post-text word embed- 
ding, allowed the use of minimal hyperparameter tuning on the validation set. As a result 
of this, the bidirectional model is trained on masking the next sentence prediction and 
token prediction task (Joshi et al., 2021). It evaluates the considered language Hindi 
using the original multilingual model of mBERT, which has proper training in 114 lan- 
guages as launched by IndicBERT and Google, which has proper training in 10 different 
Indian languages launched by AI4BHARAT. Both these launched models are capable of 
targeting tasks as fine-tuned. 

 
2.2 K-Means and Naive Bayes algorithms 
Febriany and Utama (n.d.) proposed that another means of evaluating cyberbullying 
content and negative posts from Twitter and Facebook content is ”K-Means and Na- 
ive Bayes algorithms”. These methods help in classifying the sentiment into negative 
and positive classes. Comprehensive outcomes from evaluating such algorithms indicated 
that combining ”K-Means and Naive Bayes algorithms” provides little less accuracy as 
compared to the use of Naive Bayes algorithms without applying the K-Means. The 
detection of cyberbullying content by means of classifying data using Naive Bayes al- 
gorithms demonstrated that the extracted data set from Facebook in the form of a new 
post was capable of 74 percent accuracy. It classified the data into Bully and non-bully 
classes Abdullah-Al-Kafi et al. (2021). The model shall be helpful in detecting negative 
posts that consist of different classes such as stupidity, psychology, animals, disabled per- 
sons, general pulling and attitude. 
The text mining algorithm such as K means clustering along with Naive Bayes classific- 
ation is helpful in deleting outlier data. K means clustering will help in grouping objects 
in a set in a manner that objects will be more similar to other objects in the similar 
group in comparison with those objects in other groups. On the other hand, the Naive 
Bayes algorithm acts as a simple probabilistic valuable classifier for calculating probabil- 
ity sets by counting the combination and frequency of values in a provided data set Sari 
et al. (2017). The analysis of posts on social media can also use sentiment analysis that 
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can determine the sentiments of the post using the ”K Nearest Neighbours and Naive 
Bayes algorithm”. This method of analysis will demonstrate classifiers extracting better 
outcomes for the reviews with 80 percent more accuracy and better results as compared 
to K-Nearest Neighbour’s approach. 5 Therefore, detecting negative posts using Naive 
Bayes was intended to provide better accuracy; however, its combination with K means 
provided better results when combined with K-Nearest Neighbours Zul et al. (2018). The 
naive Bayes classification method established the learning of the actual level. 

 
2.3 Deep learning approach 
A deep learning approach for detecting hostility in the Hindi language was proposed 
on the basis of offensive language in tweets. It required the use of multiple long short- 
term memory classifiers considering the tweet content with user-specific characteristics 
in an ensemble setting. Other related approaches on the basis of support vector machine 
algorithms and long short-term memory are helpful in detecting negative posts (Joshi 
et al., 2021). This algorithm uses features on the basis of sentiment polarity, word 
embeddings, POS tags and various lexical characteristics for classifying textile content in 
the form of head speech. Various classifiers can be helpful in detecting hate speech, such 
as “gradient-boosted decision trees, support vector machines, random forest, Logistic 
regression” and various different “neural networks such as Long short-term memory and 
convolutional neural networks” Pitsilis et al. (2018). 
Different Hindi text classifiers using different deep learning algorithms were based on 
models such as conventional neural networks and long short-term memory combining 
fast text word embeddings. This required use of resources in the form of models and 
data sets for Indian languages. In this context, Hindi acted as one of the primary mono- 
lingual corpus and fast text word embedding Kunchukuttan et al. (2020). The evaluation 
of various deep learning models for detecting negative posts demonstrates that the Hindi 
hostility detection data set has an input representation towards fundamental models. 
Comparison between pre-trained fast text embedding trend on Hindi Corpus and random 
initialisation of word vectors results in the identification of fine-tuned pre-trained fine 
text word embedding. The model using a multi-CNN algorithm with variations in word 
embeddings has a better advantage as compared to other basic models. The CNN-based 
model demonstrated better results of 11.84 percent in coarse-grained F1 scores Bhardwaj 
et al. (2020). 

 
2.4 Recurrent Neural Network-based Approach (RNN) 
The neural network solution consisting of several long short-term memory uses its powers 
of finding data representations that are relevant to classify data. RNN is a unique neural 
network type which is considered an extra loop to the architecture Pitsilis et al. (2018). 
It uses back propagation for training procedures that update the weight of the network 
in each layer. 
A long short-term memory network is used in this proposed method of detecting neg- 
ative posts, which is a powerful type of RNN. The model shall incorporate significant 
characteristics related to user information, such as the usual tendency towards sexism, 
racism, caste, political agenda or propaganda or others that can lead to negative posts. 
The approach has a critical benefit in dealing with short messages since it does not de- 
pend on pretrained vectors Badjatiya et al. (2017). Particularly users will 6 frequently 
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favour obfuscation of offensive terms creating new words, or using shorter slang words by 
inventing word concatenation or spellings. 
 
Limitations and Critical Analysis: 
The entire research is focusing on deep learning approach and other multiple algorithms for 
understanding the approach of negative post identification on regional language process. 
Here, in this literature five different aspects and algorithms of deep learning approach has 
been defined for understanding the research report approach completely. The information 
regarding the sentimental analysis should be provided more to explain the process 
completely. In this literature review section the information of sentimental analysis is quite 
missing. For identification of negative post the sentiment of the posts are one of the most 
important key factor to keep the track quite impressive.  

 

3 Research Methodology 

3.1 Research Type 
For this research quantitative research methodology has been used, quantitative research 
methodology is a process of investigating and collecting quantifiable data and performing 
multiple statistical and computational techniques effectively to get the accurate result of 
particular research topic. Here, the research topic is based on the researching negative 
post identification in Hindi regional language where multiple quantifiable data and other 
stats are already available in multiple resources Joshi et al. (2021). To collecting and 
analysing all such possible resources quantitative research methodology has been used 
here. Social media has become an important platform for anyone to share their views on 
any particular topic or events. The active number of users of social media are increasing 
day-byday as well, where some of users are just here for creating any type of controversy. 
If anything happens around anyone, he or she post something related to that particular 
event whether he or she don’t have any accurate idea about the event but still they post 
something the wants to. This type of activity creates a big reason for increasing negative 
impact on any particular post. The approach of text analysis and text identification is 
very important here for identifying any negative post in any language. Here in Hindi 
regional language both text analysis and text identification approach has been used to 
identify the negative post effectively. On social media sites people posts their opinion, 
suggestions and thinking in a free form and due to this a large number of text data be 
visible for interpretation Gupta et al. (2021). The method of text sentimental analysis 
(SA) is something which is very important in the negative post identification in any re- 
lated language Jain et al. (2020). 

 
Talking about the procedures, text sentimental analysis as a procedure is used for this 
research topic because the entire practical scenario of this research is based on text iden- 
tification and text analysis where sentiments or opinions matters a lot for identifying 
negative or positive post identification effectively. Sentiment analysis is a natural lan- 
guage processing (NLP) technique used to determine the accuracy of positive and negative 
data effectively. This type of analysis is usually performed on textual data to monitor 
the sentiment in any particular post feedbacks or something else. Sentiment analysis 
can be divided into multiple types such as graded sentiment analysis, emotion detection, 
multilingual sentiment analysis and many more Jahan et al. (2021). Here in this pro- 



7  

ject research the graded sentiment analysis is the main area of procedure that has been 
followed in the entire process effectively. Sentiment analysis is very important because 
it helps to analyse multiple feedbacks related to any posts like the opinions, negative 
or positive review, people reaction and many more. All such concepts are very much 
important and required to identify any positive and negative post identification inside a 
particular language scenario. 

The suggested system accepts Regional text documents as input that are kept in 
a certain place. Following the selection of the input file, pre-processing is carried out, 
during which sentences are broken up into words, native Unicode values are stored in 
a matrices, and special letters and symbols, if any, are eliminated. The second step is 
machine translation, which involves looking for terms in Hindi that are in English. A 
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Figure 1: Architecture Methodology Diagram 
 
pure Hindi word is used in place of any English words that are discovered. Sentiment 
analysis is very important because it helps to analyses multiple feedbacks related to any 
posts like the opinions, negative or positive review, people reaction and many more. All 
such concepts are very much important and required to identify any positive and negative 
post identification inside a particular language scenario. 

 
3.2 Data Collection 
Data collection is a process of collecting information from all the relevant sources to find 
a particular solution of the research problem. For making a better decision for the re- 
search or conducting a better result process the data collection approach is one of the 
most important aspects Rajalakshmi et al. (2022). As a data collection secondary data 
collection method has applied for this research to collect the data. Secondary data col- 
lection means the information of data that is already available and this type of data are 
previously collected and has undergone necessary statistical analysis as well. All such 
data in secondary data collection are to be collected from primary resources and later 
made available to everyone else to access the information of data. 
In secondary data collection quantitative secondary data collection method has been used 
here. Quantitative data deal with numbers, statistics and many other technical informa- 
tion are connected with this type of data collection methods. Some of information related 
to the technical implementation like data sets and something else has been collected from 
using online resources for completing the entire practical implementation of this research 
project. Some of public libraries was accessible after using the secondary data collection 
method for the research project effectively, the data available in both government and 
non-government agencies has been successfully collected here by using this type of data 
collection method properly. 
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3.3 Data Analysis: 
For the secondary data analysis three different steps has been followed such as devel- 
opment of research questions, identification of dataset and dataset evaluation. Here for 
analysing the data both data identification and dataset evaluation technique will be used. 
As this is clear that the data has been collected using secondary research and a complete 
code will be conduct to analyse this dataset effectively. A machine learning based ap- 
proach has been used here by using python programming language. The main dataset 
is emotions.csv here in this project which is containing multiple information regarding 
negative post identification on the regional Hindi Language. 

 
3.4 Techniques 
For this negative post identification research project multiple pre-trained model has been 
used here such as BERT (bidirectional encoder representation from transformers) and the 
purpose of this model is to consider annotation for identifying negative speech or post 
in a particular data of text. Here the approach of text analysis and text identification is 
one of the most important aspects that has been followed for completing all such possible 
aspect in different manner (Granik and Mesyura, 2017). The entire identification process 
are to be done using social medial where more than one datasets are can be used for 
identify negative post effectively. The text mining algorithms has also been used in this 
research project to effectively identify negative posts from a set of texts on social media 
platforms Rudra et al. (2019). Text mining is also known as text analysis is a process 
of transforming unstructured text into structured data for easy text analysis process. 
Natural language processing (NLP) is to be used to perform the operation of text mining 
successfully. There are list of text mining algorithms such as: 

• Support vector machine (SVM) 

• Random Forest 

• Neural Networks 

• K-Nearest Neighbour (KNN) 

In the practical implementation two main text mining algorithms has been used such as 
support vector machine and random forest for identifying and analysing negative post 
identification successfully. Support vector machine is a supervised machine learning 8 
algorithm used for both classification and regression Kar et al. (2021). This type of 
algorithm is to be determine the best decision boundary between vectors to a particular 
group. A significant classification type is to be chosen for applying the text analysis 
process in SVM algorithm. Multiple features of the same category are to be used by 
SVM to predict its classification perfectly. In the practical solution file the resultant of 
SVM implementation has been successfully described. Random forest is one of the best 
classifiers which is most widely used for regression and classification data. In text mining 
approach the implementation of random forest (RF) is highly recommended and used 
effectively by applying different aspect of machine learning algorithms effectively. For 
providing the decisions accurately by using the decision tree algorithm the decision tree 
approach is to be used in random forest (RF) algorithmic approach in text mining process. 
The complete practical resultant has been effectively provided in the implementation file 
of this research project Keshri and Sahu (2022). 
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Gap: 

The data preprocessing is one of the most important step here in this project, the purpose 
of data preprocessing is to prepare a raw data and to make is suitable for a machine 
learning model, for identifying a particular state the implementation of data 
preprocessing is very much required, that directly integrated with the machine learning 
model. Multiple steps are there of data preprocessing such as getting the dataset, library 
import, importing datasets, encoding data, feature scaling and many more. In this 
methodology section some gaps are there of data preprocessing but still the basic 
requirement of the practical part has been achieved successfully. Feature extraction is the 
process of transforming raw data into numerical feature that further can be processed 
while preserving the information in original data set.  Here for this project a set of data 
has been integrated for describing the negative post identification process and that 
dataset is containing a list of data of Hindi texts in multiple order for achieving the 
process of data extraction by using feature extraction successfully.  
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4 Design Specification 
A python programming based practical technical approach has been used here for this 
research project. Multiple techniques have been used for completing this research pro- 
ject for identifying negative post successfully such as deep learning approach, k-means 
and nave algorithm, recurrent neural network-based approach and others text mining 
approaches. The purpose of implementing all such possible techniques is to performing 
the text identification process and approaches effectively by using several technical de- 
scription and implementation process. The machine learning and neural network deep 
learning network are most common technical fundamentals to be used in such kind of 
practical scenarios Mundra and Mittal (2022). 

 

 
Figure 2: Architecture Diagram 

 
This diagram is about the architecture diagram here, a basic architecture flow of this 

project is created like the data will be undergo in a training process by integrating a 
technical approach of machine learning programming language then a model approach 
based on the machine learning language will be integrated. Here, SVM and random forest 
two different models are used to complete the practical aspect effectively. 

 
4.1 Text Sentiment Analysis in NLP: 
Sentiments are some sort of expressions that are to be expressed by humans in every 
moment whether they are happy, sad or anything. Nowadays social medial platform has 
become a very common platform for showing the sentiments or emotions effectively to 
all over the world by posting some captions or posting some sort of images as well. Both 
ways are enough to show the sentiments effectively here. Sentiment analysis in NLP is 
about identifying or analysing such sentiments from texts that are spreading negative 
approaches or negative sentiments. For this object analysis and objective identification 
is a term that is to be used for performing all such possible operations for analysing such 
negative comments effectively. A set of datasets are required for performing such kind 
of operations here and that dataset should contain all possible related information in 
both positive and negative manner Roy et al. (2022). The data can be collected from 
multiple resources like social medial datasets of Twitter and many more. After collecting 
the dataset the further operation of loading data, implementing expletory data analysis, 
text cleaning, data set creation and evaluation metrics are to be performed for collecting 
or providing all possible result related to the dataset loaded. 
Machine learning work with different types of textual information like social medial posts, 
emails, messages, spams and many more Mundra and Mittal (2022). The approach of 
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machine learning algorithm is very much required for discussing the operation related 
to the text mining process effectively. Here, the text mining approach of this project 
has been implemented both machine learning and natural language processing technique 
effectively by analysing multiple sources of data properly. The process of text analysis, 
text mining and text analytics are the terms that is very much important and required 
to understand here, text analysis and text mining are same but text analysis and text 
analytics are much different from each other. Text analysis works with the concept of 
meaning the text where this is be used to answer the questions asked in this dataset 
Mandl et al. (2021). Multiple machine learning algorithms are there that is to be used 
to perform all such possible aspects of practical scenarios. 

 
 

 

Figure 3: Process Model Diagram 
 
This given diagram is about the process model and here in this diagram all possible pro- 
cess regarding the negative post identification of this project has been identified properly. 
In this process model diagram the used approaches and techniques or process are defined. 

 

5 Implementation 
In the implementation part of this project here python programming language has been 
used for performing machine learning operation and natural language process operations 
as well. Multiple libraries of python programming language such as Pandas, NUMPY, 
and many more has been imported for performing all such possible operation of the code 
effectively Nayel and Shashirekha (2019). For writing and executing arbitrary python 
code using browser Google Colab has been used in this coding implementation part for 
performing the operation effectively. Several packages of this code execution has been 
imported for this practical for identifying negative post effectively. 
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Figure 4: Implementation 
 

As this image provided a pip install run code for downloading the google coding 
runner and execution platform libraries for performing the browser supported coding and 
running execution style for the particular dataset. The reason of choosing this because 
here in this project social media posts will be analysed and identified for analysing the 
negative post and all such posts are to be posted on online platform so browser supporting 
is always required for this. This is the reason that particular library has been imported 
here effectively. Multiple 10 files has been imported here for understanding the emotions 
and sentiments of the posts Patwa et al. (2021). Every sentiment has a label to describe 
the type of sentiment like anger, happy and others. All possible aspects of machine 
learning and machine learning process like SVM, random forest has been implemented 
in this implementation process for understanding and analysing all different aspects of 
negative post identification process effectively Yadav et al. (2022). 

 
 

 

Figure 5: Dataset 
 

The problem occurs during this implementation was to clean the dataset effectively 
because in the dataset huge amount of data were available and this was very important 
and required to perform the data cleaning process to delete data duplicity effectively and 
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for these multiple other aspects were performed effectively. The process of data cleaning 
is very complex and important at a same point of time and for every dataset that is 
very much important and required to perform prediction and identification process this 
is important to clean such dataset properly Pareek et al. (2022). All the coding process 
were managed by a set of instructions followed by machine learning and neural learning 
network process to get the level of data accuracy effectively, now here some sort of process 
were implemented in the coding part count the length of the dataset, errors in dataset, 
duplicate entry in dataset and many more. All such possible aspects were performed 
effectively here in such a manner to collect the data perfectly to get the accurate answer. 
Before starting the coding part some sort of researcher was done to check the all possible 
aspects of this practical implementation part effectively, here a complete review of the 
project was done perfectly for managing the data and all other information effectively to 
understand the things properly Nanda et al. (2018). 

 
6 Evaluation 
This negative post identification project has been evaluated on an intelligent machine 
learning based system that is to be developed and implemented by python program- 
ming language along with neural language processing as well. Different types of machine 
learning algorithms and text mining algorithms has been performed here to identify and 
analyse the negative post identification effectively Padmaja et al. (2020) A set of col- 
lection counter was applied in this implementation part of the project that has been 
evaluated successfully here in this project. Apart from this multiple python libraries has 
also been attached and provided in this research project for effectively identify the negat- 
ive post on social media platform effectively. A graph has been plotted here for showing 
the accuracy of negative comments identification on the posts. 

 
 

 

Figure 6: Evaluation 
 

Here, top 50 and bottom learned features of the negative posts has been identified 
in this coding scenario effectively by implementing multiple machine learning features 
effectively. The validation score has also been provided here for this dataset for under- 
standing a cross validation score value effectively. 
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Figure 7: Graph Plotting 
 
Here, in this graph both train and test data has been tested effectively for identifying 
the particular negative post identification effectively by considering multiple technical 
implementation and accuracy effectively. The result of logistics regression algorithm has 
also been used here there is providing the number of accuracy for both training and test 
data effectively in this practical implementation process Pitsilis et al. (2018). 

 
6.1 Experiment / Case Study 1 
The experimental screenshots are provided here: 

 
 

 

Figure 8: SVM model 
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Figure 9: Logistic Regression Model 
 

 
Figure 10: Random Forest Model 

 
6.2 Discussion 
Here, in this implementation part all possible algorithms and text mining approaches has 
been performed effectively and the resultant of the research has been provided in the 
coding screenshot area also. The accuracy percentage of every used algorithm is quite 
different like for LSTM-128 around 65 percent accuracy with 4 mins is describing, for 
logistic regression around 74 percent accuracy with 20 sec is describing, for SVM with 
grid search around 95 percent accuracy with 1.5 mins is showing. The support vector 
machine is used for classification and for regression problems as well, the basic purpose 
and goal of support vector machine is to create the best line for a decision boundary and 
this boundary can provide a dimension space into classes with easy data point 
accessibility process. Random forest is one of the most popular machine learning 
algorithm which is used for supervised learning techniques and is also used for both 
classification and regression model as well. It is basically a classifier that contains a 
number of decision tree on various subsets to improve the productivity process.   
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Figure 11: Algorithms and Results 
 
7 Conclusion and Future Work 
Here, in this research project all possible approaches related to machine learning al- 
gorithms and natural language processing has been performed effectively. The main 
motive of this research is to get the knowledge of both practical and theory for identi- 
fying the negative post on Hindi regional language by using a technical implementation 
part. The identification of negative post using social media platform is something very 
important that is highly required to be implement here for removing the risk of negative 
sentiment. 
The approach of sentiment analysis has been used here in this project for identifying the 
negative post sentiment on social media. The sentiment analysis is very important to un- 
derstand the sentiment any post posted on social media platform and for understanding 
the sentiment of every available posted post this is very much important to implement a 
set of technical practical code to rectify the entire process effectively. Here text mining 
approach, machine learning and natural language process related multiple algorithms has 
been implemented successfully for describing the negative post identification effectively. 
The coding part of this research is showing the accurate result based on code analysis. 
In further work some other advanced research technical approaches will be used that will 
provide a notification about negative sentiment on the time of posting and this will be a 
massive further change. 
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