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1 Introduction

We will see all the used implemented techniques and the hardware specification used
for the project ”Comparison of Deep Learning and Machine Learning in Music Genre
Categorization” in this configuration manual.

2 System & Software Specification

This research is carried out with the following system and software specifications, the
system configuration is shown in Figure 1.

Figure 1: System Configuration

2.1 Softwares & Hardwares

• GPU: NVIDIA GeForce GTX 1050
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• MS Office 365: The metadata is used in the form of Comma Separated Values
(CSV) file.

• Anaconda Navigator: Python version is 3.9.7, Jupyter Notebook version is 6.4.5

3 Packages & Libraries

In order to perform data analysis on the data, necessary packages and libraries need to
be imported. Figure 2 shows the list of libraries used for this project.

Figure 2: Libraries Used for this Project

4 Dataset

For this project, a public data-set called Free Music Archive (FMA) data-set is used. The
data-set can be accessed from https://github.com/mdeff/fma, and for this research a
subset of 8000 mp3 audio tracks are used for computational purposes.

4.1 EDA

After the data is imported into the python environment, basic EDA is done on the
’fma small’ data which contains 8000 tracks. The Figure 3 shows the classification across
various genres.

The below Figure 4 shows the code to generate the Mel-spectrogram and Figure 5
shows the Mel-spectrogram folk genres.

2

https://github.com/mdeff/fma


Figure 3: Genres Classification

Figure 4: Mel-spectrograms Function
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Figure 5: Mel-spectrograms of folk Genres

5 Data Pre-processing

Figure 6 shows the data pre-processing by feature extraction through Mel-spectrogram.

Figure 6: Data Pre-processing

The below Figure 7 shows how each audio track is processed through Mel-spectrogram,
finally, the data is stored in ’.npy’ format which will be used during the model building
process.
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Figure 7: Processing of Audio Tracks

6 Classification Models

We will see the constructed architecture of CNN and CNN-LSTM models, along with the
machine learning models.

6.1 CNN Architecture

The CNN model’s construction process is shown in Figure 8 and its model architecture
is shown in Figure 9, respectively.
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Figure 8: CNN Model

Figure 9: CNN Architecture Output
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6.2 CNN-LSTM Architecture

Although reshape and permute layers are included in addition to the LSTM layers, the
CNN-LSTM is constructed in this case fairly similarly to CNN. The CNN-LSTM model’s
construction process is shown in Figure 10 along with a code sample, and the model
architecture is shown in Figure 11.

Figure 10: CNN-LSTM Model
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Figure 11: CNN-LSTM Architecture Output
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6.3 Machine Learning

The machine-learning models’ construction process is shown in a snippet of code in Fig-
ure 12. For this research, eight alternative machine learning models have been developed.

Figure 12: Machine Learning Model

7 Implementation of Code

• Download FMA data-set from https://github.com/mdeff/fma

• Download ’Final Thesis Project.zip’, unzip it, and create a folder called ’FMA’.

• Unzip the downloaded data-set into the newly created ’FMA’ folder.

• Run ’FMA-EDA.ipynb’ and ’FMA-Preprocessing.ipynb’ scripts to get the npy files
that will be used during the model building process.

• Run ’FMA-Train.ipynb’ script, When the trained model is done, the script prompts
for epoch number to be fed for the test data validation, then the python script asks
to save the model with ’Y’ or ’N’.

• The previous step is repeated again for the CNN-LSTM model also. Finally, the
machine-learning model is also completed.
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