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1 Introduction

This document includes comprehensive instructions for setting up the hardware and soft-
ware setups, as well as detailed instructions for carrying out the research work including,
dataset preparation, preprocessing, model building, and evaluation.

2 Hardware and Software Requirements

2.1 Hardware Configuration

This research work has been carried out on a personal laptop, hence the following figure
1 depicts the system configuration setup. The hardware configuration setup is Intel Core
i7 processor, 8GB of RAM, and a 64-bit operating system.

Figure 1: System Configuration
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2.2 Software Configuration

This section describes the environments that were set up and used for the implementation;
these should be prepared in advance. the following software or applications are configured
and they should be configured on the system beforehand.

1. Jupyter Notebook 6.4.5

2. Google Colaboratory (Cloud-based Jupyter notebook environment)

3. Python 3.9.7

4. Microsoft Office 2018: Word, Excel, PowerPoint

5. Online LaTex editor overleaf

6. Google Chrome and Microsoft Edge

3 Methodology and Implementation

3.1 Dataset Collection and Preparation

• Step1: The dataset for the research work has been collected from the public repos-
itory called kaggle as shown in the below figure 2.

Figure 2: Dataset Collection

• Step2: The dataset contains three files meal info.csv, fulfilment center info.csv, and
Train.csv, and all three of them were collected and stored at the local drive for the
implementation as shown in the Figure 3.
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Figure 3: Dataset

• Step3: Another copy of the dataset files has been uploaded to google drive and
configured to be accessed from the Google Collaboratory as shown in the Figure

Figure 4: Google Drive

• Step3: The Google Colaboratory(Colab) Environment Setup is for the smooth run-
ning of the Python codes and it is very effective when the size of the dataset
is huge as it is a cloud-based application. Here, It is configured with my email
ID(sasisarath.j@gmail.com) as shown in the figure 5.

3.2 Importing Libraries

During implementation, the necessary libraries are installed and imported for the dataset
import, exploratory data analysis, graph plotting, statistical analysis, hyperparameter
tuning, model building, and evaluations. The libraries in figure 6 are installed and im-
ported.

3.3 Accessing Data

The data from all three datasets are accessed and combined. We use Google Colab and
Jupyter Notebook, so there are two different ways to access the data.
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Figure 5: Google Colab

Figure 6: Import Libraries
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3.3.1 Accessing from Jupyter Notebook

Figure 7 illustrates the way to access the datasets from the Jupyter Notebook, before
that set up a current working directory in Jupyter notebook.

Figure 7: Jupyter Data Access

3.3.2 Accessing from Google Colab

Figure 8 illustrates the way to access the dataset from the Google drive from the Google
Colab.

Figure 8: Colab Data Access

3.3.3 Merging Datasets

As shown in Figure 9, all three datasets are merged.

Figure 9: Merge Dataset

3.4 Missing Value Check

Figure 10 shows that There are no missing values are identified.
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Figure 10: Missing Value

3.5 Data Preprocessing

As shown in figure 11, the following preprocessing steps including missing value check,
outlier detection, Log transformation, and deriving new feature variables are carried out
during the research work.

Figure 11: Data Preprocessing

3.6 Feature Scaling and Data Splits

The feature scaling and dataset splits were carried out as shown in figure 12.
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Figure 12: Feature Scaling and Data Split

3.7 Model Building

Several statistical and machine learning models, including multiple linear regression,
lasso, ridge, Bayesian ridge regression, SVR, decision tree, random forest, and gradient
boosting regression models, such as Gradian Boosting, XGBoosting, LightGBM, Cat-
Boost, and Facebook Prophet, are used in this research.

Figure 13 illustrates the stages of model construction for multiple linear regression,
lasso, and Ridge regression. Additionally, models for Bayesian ridge regression, SVR,
decision trees, random forests, and gradian boosting regression, including Gradian Boost-
ing, XGBoosting, LightGBM, and CatBoost, were built. The Facebook prophet model-
building steps are illustrated as shown in figure 14.

3.8 Hyperparameter Tuning

The hyperparameter tuning was carried out to find the best possible parameters that
improve the performance of the machine learning models. The following Figure 15 il-
lustrates the hyperparameter tuning for the random forest model using the grid search
technique. Additionally, the technique is being utilized for other models as well.

3.9 Model Evaluation

The most popular evaluation metrics Chicco D (2021) for regression models are RMSE,
MAE, and R2 are calculated and assessed as shown in figure 16.
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Figure 13: Models

Figure 14: Facebook Prophet
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Figure 15: hyperparameter Tuning

Figure 16: Evaluation Metrics

Figure 17: Results for 70:30 splits

9



Figure 18: Results for 80:20 splits

4 Appendix
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Figure 19: Correlation Matrics
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